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Abstract

Let G be a semisimple group over the complex numbers. We show that the flag

manifold B of G has a version B(Z) over the tropical semifield Z on which the monoid

G(Z) attached to G and Z acts naturally.

0. Introduction

0.1. Let G be a connected semisimple simply connected algebraic group

over C with a fixed pinning (as in [5, 1.1]). In this paper we assume that

G is of simply laced type. Let B be the variety of Borel subgroups of G. In

[5, 2.2, 8.8] a submonoid G≥0 of G and a subset B≥0 of B with an action

of G≥0 (see [5, 8.12]) was defined. (When G = SLn, G≥0 is the submonoid

consisting of the real, totally positive matrices in G.) More generally, for any

semifield K, a monoid G(K) was defined in [8], so that when K = R>0 we

have G(K) = G≥0. (In the case where K is R>0 or the semifield in (i) or (ii)

below, a monoid G(K) already appeared in [5, 2.2, 9.10]; it was identified

with G(K) in [9].)

This paper is concerned with the question of defining the flag manifold

B(K) over a semifield K with an action of the monoid G(K) so that in the

case where K = R>0 we recover B≥0 with its G≥0-action.

In [9, 4.9], for any semifield K, a definition of the flag manifold B(K)

over K was given (based on ideas of Marsh and Rietsch [10]); but in that

definition the lower and upper triangular part of G play an asymmetric role
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and as a consequence only a part of G(K) acts on B(K) (unlike the case

K = R>0 when the entire G(K) acts). To get the entire G(K) act one needs

a conjecture stated in [9, 4.9] which is still open.

In this paper we get around that conjecture and provide an unconditional

definition of the flag manifold (denoted by B(K)) over a semifield K with

an action of G(K) assuming that K is either

(i) the semifield consisting of all rational functions in R(x) (with x an

indeterminate) of the form xef1/f2 where e ∈ Z and f1 ∈ R[x], f2 ∈ R[x]

have constant term in R>0 (standard sum and product); or

(ii) the semifield Z in which the sum of a, b is min(a, b) and the product

of a, b is a+ b.

For K as in (i) we give two definitions of B(K); one of them is elementary

and the other is less so, being based on the theory of canonical bases (the

two definitions are shown to be equivalent). For K as in (ii) we only give a

definition based on the theory of canonical bases.

A part of our argument involves a construction of an analogue of the

finite dimensional irreducible representations of G when G is replaced by the

monoid G(K) where K is any semifield.

Let W be the Weyl group of G. Now W is naturally a Coxeter group

with generators {si; i ∈ I} and length function w 7→ |w|. Let ≤ be the

Chevalley partial order on W .

In §3 we prove the following result which is a Z-analogue of a result (for

R>0) in [10].

Theorem 0.2 The set B(Z) has a canonical partition into pieces Pv,w(Z)

indexed by the pairs v ≤ w in W . Each such piece Pv,w(Z) is in bijection

with Z|w|−|v|; in fact, there is an explicit bijection Z|w|−|v| ∼
→Pv,w(Z) for any

reduced expression of w.

In §3 we also prove a part of a conjecture in [9, 2.4] which attaches to

any v ≤ w in W a certain subset of a canonical basis, see 3.10.

In §4 we show that our definitions do not depend on the choice of a (very

dominant) weight λ.

In §5 we show how some of our results extend to the non-simply laced

case.
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1. Definition of B(Z)

1.1. In this section we will give the definition of the flag manifold B(K)

when K is as in 0.1(i), (ii).

1.2. We fix some notation on G. Let wI be the longest element of W . For

w ∈ W let Iw be the set of all sequences i = (i1, i2, . . . , im) in I such that

w = si1si2 . . . sim , m = |w|.

The pinning of G consists of two opposed Borel subgroups B+, B− with

unipotent radicals U+, U− and root homomorphisms xi : C → U+, yi :

C → U− indexed by i ∈ I. Let T = B+ ∩ B−, a maximal torus. Let Y

be the group of one parameter subgroups C∗ → T ; let X be the group of

characters T → C∗. Let 〈, 〉 : Y × X → Z be the canonical pairing. The

simple coroot corresponding to i ∈ I is denoted again by i ∈ Y; let i′ ∈ X

be the corresponding simple root. Let X+ = {λ ∈ X ; 〈i, λ〉 ≥ 0 ∀i ∈ I},

X++ = {λ ∈ X ; 〈i, λ〉 ≥ 1 ∀i ∈ I}. Let G(R) be the subgroup of G

generated by xi(t), yi(t) with i ∈ I, t ∈ R. Let B(R) be the subset of B

consisting of all B ∈ B such that B = gB+g−1 for some g ∈ G(R). We have

G≥0 ⊂ G(R), B≥0 ⊂ B(R). For i ∈ I we set ṡi = yi(1)xi(−1)yi(1) ∈ G(R),

an element normalizing T . For (B,B′) ∈ B × B we write pos(B,B′) for the

relative position of B,B′ (an element of W ).

1.3. Let K be a semifield. Let K ! = K⊔{◦} where ◦ is a symbol. We extend

the sum and product on K to a sum and product on K ! by defining ◦+a = a,

a + ◦ = a, ◦ × a = ◦, a × ◦ = ◦ for a ∈ K and ◦ + ◦ = ◦, ◦ × ◦ = ◦. Thus

K ! becomes a monoid under addition and a monoid under multiplication.

Moreover the distributivity law holds on K !. When K is R>0 we have

K ! = R≥0 with ◦ = 0 and the usual sum and product. When K is as in

0.1(i), K ! can be viewed as the subset of R(x) given by K ∪ {0} with ◦ = 0

and the usual sum and product. When K is as in 0.1(ii) we have 0 ∈ K and

◦ 6= 0.

1.4. Let V = λV be the finite dimensional simple G-module over C with

highest weight λ ∈ X+. For ν ∈ X let Vν be the ν-weight space of V with

respect to T . Thus Vλ is a line. We fix ξ+ = λξ+ in Vλ − 0. For each

i ∈ I there are well defined linear maps ei : V → V, fi : V → V such

that xi(t)ξ =
∑

n≥0 t
ne

(n)
i ξ, yi(t)ξ =

∑
n≥0 t

nf
(n)
i ξ for ξ ∈ V, t ∈ C. Here
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e
(n)
i = (n!)−1eni : V → V, f

(n)
i = (n!)−1fn

i : V → V are zero for n ≫ 0. For

an integer n < 0 we set e
(n)
i = 0, f

(n)
i = 0.

Let β = λβ be the canonical basis of V (containing ξ+) defined in [1].

Let ξ− be the lowest weight vector in V − 0 contained in β. For b ∈ β we

have b ∈ Vνb for a well defined νb ∈ X , said to be the weight of b. By a

known property of β (see [1, 10.11] and [2, §3], or alternatively [3, 22.1.7]),

for i ∈ I, b ∈ β, n ∈ Z we have

e
(n)
i b =

∑

b′∈β

cb,b′,i,nb
′, f

(n)
i b =

∑

b′∈β

db,b′,i,nb
′

where

cb,b′,i,n ∈ N, db,b′,i,n ∈ N.

Hence for i ∈ I, b ∈ β, t ∈ C we have

xi(t)b =
∑

b′∈β,n∈N

cb,b′,i,nt
nb′, yi(t)b =

∑

b′∈β,n∈N

db,b′,i,nt
nb′.

For any i ∈ I there is a well defined function zi : β → Z such that for b ∈ β,

t ∈ C∗ we have i(t)b = tzi(b)b.

Let P = λP be the variety of C-lines in V . Let P • = λP • be the set

of all L ∈ P such that for some g ∈ G we have L = gVλ. Now P • is a

closed subvariety of P . For any L ∈ P • let GL = {g ∈ G; gL = L}; this is a

parabolic subgroup of G.

Let V • = λV • = ∪L∈P •L, a closed subset of V . For any ξ ∈ V, b ∈ β

we define ξb ∈ C by ξ =
∑

b∈β ξbb. Let V≥0 = λV≥0 (resp. VR) be the set

of all ξ ∈ V such that ξb ∈ R≥0 (resp. ξb ∈ R) for any b ∈ β. We have

V≥0 ⊂ VR. Note that VR is stable under the action of G(R) on V . Let

P≥0 = λP≥0 (resp. PR) be the set of lines L ∈ P such that L ∩ V≥0 6= 0

(resp. L ∩ VR 6= 0.) We have P≥0 ⊂ PR.

Let V •
≥0 =

λV •
≥0 = V • ∩ V≥0, P

•
≥0 =

λP •
≥0 = P • ∩ P≥0.

Now let K be a semifield. Let V (K) = λV (K) be the set of formal

sums ξ =
∑

b∈β ξbb, ξb ∈ K !. This is a monoid under addition (
∑

b∈β ξbb) +

(
∑

b∈β ξ
′
bb) =

∑
b∈β(ξb+ξ′b)b and we define scalar multiplicationK !×V (K) →

V (K) by (k,
∑

b∈β ξbb) 7→
∑

b∈β(kξb)b.
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For ξ =
∑

b∈β ξbb ∈ V (K) we define supp(ξ) = {b ∈ β; ξb ∈ K}.

Let End(V (K)) be the set of maps ζ : V (K) → V (K) such that ζ(ξ +

ξ′) = ζ(ξ) + ζ(ξ′) for ξ, ξ′ in V (K) and ζ(kξ) = kζ(ξ) for ξ ∈ V (K), k ∈ K !.

This is a monoid under composition of maps. Define ◦ ∈ V (K) by ◦b = ◦ for

all b ∈ β. The group K (for multiplication in the semifield structure) acts

freely (by scalar multiplication) on V (K)−◦; let P (K) = λP (K) be the set

of orbits of this action.

For i ∈ I, n ∈ Z we define e
(n)
i , f

(n)
i in End(V (K)) by

e
(n)
i (b) =

∑

b′∈β

cb,b′,i,nb
′, f

(n)
i (b) =

∑

b′∈β

db,b′,i,nb
′,

with b ∈ β. Here a natural number N (such as cb,b′,i,n or db,b′,i,n) is viewed

as an element of K ! given by 1+1+ · · ·+1 (N terms, where 1 is the neutral

element for the product in K, if N > 0) or by ◦ ∈ K ! (if N = 0).

For i ∈ I, k ∈ K we define ik ∈ End(V (K)), (−i)k ∈ End(V (K)) by

ik(b) =
∑

n∈N

kne
(n)
i b, (−i)k(b) =

∑

n∈N

knf
(n)
i b,

for any b ∈ β. We show:

(a) The map ik : V (K) → V (K) is injective. The map (−i)k : V (K) →

V (K) is injective.

Using a partial order of the weights of V , we can write V (K) as a direct

sum of monoids V (K)s, s ∈ Z where V (K)s = {◦} for all but finitely many

s and (−i)k maps any ξ ∈ V (K)s to ξ plus an element in the direct sum of

V (K)s′ with s′ < s. Then (a) for (−i)k follows immediatly. A similar proof

applies to ik.

For i ∈ I, k ∈ K we define ik ∈ End(V (K)) by ik(b) = kzi(b)b for any

b ∈ β. Let G(K) be the monoid associated to G,K by generators and

relations in [8, 2.10(i)-(vii)]. (In loc.cit. it is assumed that K is as in 0.1(i)

or 0.1(ii) but the same definition makes sense for any K.) We have the

following result.
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Proposition 1.5. The elements ik, (−i)k, ik (with i∈I, k∈K) in End(V (K))

satisfy the relations in [8, 2.10(i)-(vii)] defining the monoid G(K) hence they

define a monoid homomorphism G(K) → End(V (K)).

We write the relations in loc.cit. (for the semifieldR>0) for the endomor-

phisms xi(t), yi(t), i(t) of V with t ∈ R>0. These relations can be expressed

as a set of identities satisfied by cb,b′,i,n, db,b′,i,n, zi(b) and these identities

show that the endomorphisms ik, (−i)k, ik of V (K) satisfy the relations in

loc.cit. (for the semifield K). The result follows.

1.6. Consider a homomorphism of semifields r : K1 → K2. Now r induces

a homomorphism of monoids Gr : G(K1) → G(K2). It also induces a

homomorphism of monoids Vr : V (K1) → V (K2) given by
∑

b∈β ξbb 7→∑
b∈β r(ξb)b. From the definitions, for g ∈ G(K1), ξ ∈ V (K1), we have

Vr(gξ) = Gr(g)(Vr(ξ)) where gξ is given by the G(K1)-action on V (K1)

and Gr(g)(Vr(ξ)) is given by the G(K2)-action on V (K2). Assuming that

r : K1 → K2 is surjective (so that Gr : G(K1) → G(K2) is surjective) we

deduce:

(a) If E is a subset of V (K1) which is stable under the G(K1)-action on

V (K1), then the subset Vr(E) of V (K2) is stable under the G(K2)-action

on V (K2).

1.7. In the remainder of this section we assume that λ ∈ X++. Then

L 7→ GL is an isomorphism π : P • ∼
→B and

(a) π restricts to a bijection π≥0 : P
•
≥0

∼
→B≥0.

See [5, 8.17].

1.8. Let Ω be the set of all open nonempty subsets of C. Let X be

an algebraic variety over C. Let X1 be the set of pairs (U, fU ) where

U ∈ Ω and fU : U → X is a morphism of algebraic varieties. We de-

fine an equivalence relation on X1 in which (U, fU ), (U
′, fU ′) are equivalent

if fU |U∩U ′ = fU ′|U∩U ′ . Let X̃ be the set of equivalence classes. An element

of X̃ is said to be a rational map f : C ⊲X. For f ∈ X̃ let Ωf be the set

of all U ∈ Ω such that f contains (U, fU ) ∈ X1 for some fU ; we shall then

write f(t) = fU(t) for t ∈ U . We shall identify any x ∈ X with the constant

map fx : C → X with image {x}; thus X can be identified with a subset of
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X̃. If X ′ is another algebraic variety over C then we have X̃ ×X ′ = X̃× X̃ ′

canonically. If F : X → X ′ is a morphism then there is an induced map

F̃ : X̃ → X̃ ′; to f : C⊲X it attaches f ′ : C ⊲X ′ where for some U ∈ Ωf

we have f ′(t) = F (f(t)) for all t ∈ U . If H is an algebraic group over C

then H̃ is a group with multiplication H̃ × H̃ = H̃ ×H → H̃ induced by

the multiplication map H × H → H. Note that H is a subgroup of H̃.

In particular, the group G̃ is defined. Also, the additive group C̃ and the

multiplicative group C̃∗ are defined. Also B̃ is defined.

1.9. Let X be an algebraic variety over C with a given subset X≥0. We

define a subset X̃≥0 of X̃ as follows: X̃≥0 is the set of all f ∈ X̃ such that

for some U ∈ Ωf and some ǫ ∈ R>0 we have (0, ǫ) ⊂ U and f(t) ∈ X≥0 for

all t ∈ (0, ǫ). (In particular, G̃≥0 is defined in terms of G,G≥0 and B̃≥0 is

defined in terms of B,B≥0.) If X ′ is another algebraic variety over C with a

given subsetX ′
≥0, then X×X ′ with its subset (X×X ′)≥0 = X≥0×X ′

≥0 gives

rise as above to the set X̃ ×X ′
≥0 which can be identified with X̃≥0 × X̃ ′

≥0.

If F : X → X ′ is a morphism such that F (X≥0) ⊂ X ′
≥0, then the induced

map F̃ : X̃ → X̃ ′ carries X̃≥0 into X̃ ′
≥0 hence it restricts to a map F̃≥0 :

X̃≥0 → X̃ ′
≥0. From the definitions we see that:

(a) if F̃ is an isomorphism of X̃ onto an open subset of X̃ ′ and F carries

X̃≥0 bijectively onto X̃ ′
≥0, then the map F̃≥0 is a bijection.

Now the multiplication G × G → G carries G≥0 × G≥0 to G≥0 hence it

induces a map G̃≥0 × G̃≥0 → G̃≥0 which makes G̃≥0 into a monoid; the

conjugation action G × B → B carries G≥0 × B≥0 to B≥0 hence it induces

a map G̃≥0 × B̃≥0 → B̃≥0 which define an action of the monoid G̃≥0 on

B̃≥0. We define C̃∗
≥0 in terms of C∗ and its subset C∗

≥0 := R>0. The

multiplication on C∗ preserves C∗
≥0 hence it induces a map C̃∗

≥0× C̃∗
≥0 →

C̃∗
≥0 which makes C̃∗

≥0 into an abelian group. We define C̃≥0 in terms

of C and its subset C≥0 := R≥0. The addition on C preserves C≥0 hence

it induces a map C̃≥0 × C̃≥0 → C̃≥0 which makes C̃≥0 into an abelian

monoid. The imbedding C∗ ⊂ C induces an imbedding C̃∗
≥0 → C̃≥0; the

monoid operation on C̃≥0 preserves the subset C̃∗
≥0 and makes C̃∗

≥0 into

an abelian monoid. This, together with the multiplication on C̃∗
≥0 makes

C̃∗
≥0 into a semifield. From the definitions we see that this semifield is the

same as K in 0.1(i) and that G̃≥0 is the monoid associated to G and K in

[5, 2.2] (which is the same as G(K)). We define B(K) to be B̃≥0 with the
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action of G̃≥0 = G(K) described above. This achieves what was stated in

0.1 for K as in 0.1(i).

1.10. In the remainder of this section K will denote the semifield in 0.1(i)

and we assume that λ ∈ X++. We associate P̃≥0 =
λP̃≥0 to P and its subset

P≥0 as in 1.9. We associate P̃ •
≥0 =

λP̃ •
≥0 to P • and its subset P •

≥0 as in 1.9.

We write P •(K) = λP •(K) = P̃ •
≥0.

We associate Ṽ≥0 = λṼ≥0 to V and its subset V≥0 as in 1.9. We can

identify Ṽ≥0 = V (K) (see 1.4). We associate Ṽ •
≥0 =

λṼ •
≥0 to V

• and its subset

V •
≥0 as in 1.9. We write V •(K) = λV •(K) = Ṽ •

≥0. We have V •(K) ⊂ Ṽ≥0.

The obvious map a′ : V − 0 → P restricts to a (surjective) map a′≥0 :

V≥0 − 0 → P≥0 and defines a map ã′≥0 : Ṽ≥0 − 0 → P̃≥0. The scalar

multiplication C∗ × (V − 0) → V − 0 carries C∗
≥0 × (V≥0 − 0) to V≥0 − 0

hence it induces a map C̃∗
≥0× (Ṽ≥0− 0) → Ṽ≥0− 0 which is a (free) action

of the group K = C̃∗
≥0 on Ṽ≥0− 0 = V (K)− 0. From the definitions we see

that ã′≥0 is surjective and it induces a bijection (V (K)− 0)/K
∼
→ P̃≥0. Thus

we have P̃≥0 = P (K) (notation of 1.4). Note that P •(K) ⊂ P (K).

The obvious map a : V • − 0 → P • restricts to a (surjective) map

a≥0 : V
•
≥0−0 → P •

≥0 and it defines a map ã≥0 : V
•(K) = Ṽ •

≥0−0 → P̃ •
≥0 =

P •(K). The (free) K-action on Ṽ≥0−0 considered above restricts to a (free)

K-action on V •(K) − 0 = Ṽ •
≥0 − 0. From the definitions we see that ã≥0 is

constant on any orbit of this action. We show:

(a) The map ã≥0 is surjective. It induces a bijection (V •(K)−0)/K
∼
→P •(K).

Let f ∈ P̃ •
≥0. We can find U ∈ Ωf , ǫ ∈ R>0 such that (0, ǫ) ⊂ U and f(t) ∈

P •
≥0 for t ∈ (0, ǫ). Using the surjectivity of a≥0 we see that for t ∈ (0, ǫ) we

have f(t) = a(xt) where t 7→ xt is a function (0, ǫ) → V •
≥0−0. We can assume

that there exists B ∈ B(R) such that π(f(t)) is opposed to B for all t ∈ U .

Let O = {B1 ∈ B;B1 opposed to B}; thus we have π(f(t)) ∈ O for all t ∈ U .

Let B′ ∈ O∩B(R) and let ξ′ ∈ VR−0 be such that π(Cξ′) = B′. Let UB be

the unipotent radical of B. Then UB → O, u 7→ uB′u−1 is an isomorphism.

Hence there is a unique morphism ζ : O → V •−0 such that ζ(uB′u−1) = uξ′

for any u ∈ UB . From the definitions we have ζ(O∩B(R)) ⊂ (VR ∩V •)− 0.

We define f ′ : U → V • − 0 by f ′(t) = ζ(π(f(t))). We can view f ′ as an

element of Ṽ • − 0 such that ã(f ′) = f . Since π(f(t)) ∈ B(R), we have
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f ′(t) ∈ (VR ∩ V •) − 0 for t ∈ (0, ǫ). For such t we have a(f ′(t)) = f(t) =

a(xt) hence f ′(t) = ztxt where t 7→ zt is a (possibly discontinuous) function

(0, ǫ) → R − 0. Since xt ∈ V≥0 − 0 and R>0(V≥0 − 0) = V≥0 − 0, we see

that for t ∈ (0, ǫ) we have f ′(t) ∈ (V≥0 − 0) ∪ (−1)(V≥0 − 0). Since (0, ǫ) is

connected and f ′ is continuous (in the standard topology) we see that f ′(0, ǫ)

is contained in one of the connected components of (V≥0−0)∪ (−1)(V≥0−0)

that is, in either V≥0 − 0 or in (−1)(V≥0 − 0). Thus there exists s ∈ {1,−1}

such that sf ′(0, ǫ) ⊂ V≥0 − 0 hence also sf ′(0, ǫ) ⊂ V •
≥0 − 0. We define

f ′′ : U → V • − 0 by f ′′(t) = sf ′(t). We can view f ′′ as an element of

Ṽ •
≥0 − 0 such that ã≥0(f

′) = f . This proves that ã≥0 is surjective. The

remaining statement of (a) is immediate.

Since P • and its subset P •
≥0 can be identified with B and its subset B≥0

(see 1.7(a)), we see that we may identify P •(K) = B(K). The action of

G(K) on P •(K) induced from that on V •(K)−0 is the same as the previous

action of G(K), see [8, 2.13(d)]. This gives a second incarnation of B(K).

1.11. Let Z be the semifield in 0.1(ii). Following [5], we define a (surjective)

semifield homomorphism r : K → Z by r(xef1/f2) = e (notation of 0.1).

Now r induces a surjective map Vr : V (K) → V (Z) as in 1.6. Let V •(Z) =
λV •(Z) ⊂ V (Z) be the image under Vr of the subset V •(K) of V (K). Then

V •(Z)− ◦ = Vr(V
•(K)− 0).

The Z-action on V (Z) − ◦ in 1.4 leaves V •(Z) − ◦ stable. (We use

the K-action on V •(K) − 0.) Let P •(Z) = λP •(Z) be the set of orbits of

this action. We have P •(Z) ⊂ P (Z) (notation of 1.4). From 1.6(a) we see

that V •(Z) − ◦ is stable under the G(Z)-action on V (Z) in 1.6. Since the

G(Z)-action commutes with scalar multiplication by Z it follows that the

G(Z)-action on V (Z)−◦ and V •(Z)−◦ induces a G(Z)-action on P (Z) and

P •(Z).

1.12. We set B(Z) = λP •(Z). This achieves what was stated in 0.1 for the

semifield Z. This definition of B(Z) depends on the choice of λ ∈ X++. In

§4 we will show that B(Z) is independent of this choice up to a canonical

bijection. (Alternatively, if one wants a definition without such a choice one

could take λ such that 〈i, λ〉 = 1 for all i ∈ I.)
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2. Preparatory Results

2.1. We preserve the setup of 1.4. As shown in [4, 5.3, 4.2], for w ∈ W and

i = (i1, i2, . . . , im) ∈ Iw, the subspace of V generated by the vectors

f
(c1)
i1

f
(c2)
i2

. . . f
(cm)
im

ξ+

for various c1, c2, . . . , cm in N is independent of i (we denote it by V w) and

βw := β ∩V w is a basis of it. Let V ′i be the subspace of V generated by the

vectors

e
(dm)
im

e
(dm−1)
im−1

. . . e
(d1)
i1

bw

for various d1, d2, . . . , dm in N, where

bw =ẇξ+,

ẇ =ṡi1 ṡi2 . . . ṡim.

We show:

(a) V w = V ′i.

We show that V w ⊂ V ′i. We argue by induction on m = |w|. If m = 0, the

result is obvious. Assume now that m ≥ 1. Let c1, c2, . . . , cm be in N. By

the induction hypothesis,

(b) f
(c1)
i1

f
(c2)
i2

. . . f
(cm)
im

ξ+

is a linear combination of vectors of form

f
(c1)
i1

e
(dm)
im

e
(dm−1)
im−1

. . . e
(d2)
i2

bsi1w

for various d2, . . . , dm inN. Using the known commutation relations between

fi1 and ej we see that (b) is a linear combination of vectors of form

e
(dm)
im

e
(dm−1)
im−1

. . . e
(d2)
i2

f
(c1)
i1

bsi1w

for various d2, . . . , dm in N. It is then enough to show that

f
(c1)
i1

bsi1w = e
(d1)
i1

ṡi1bsi1w
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for some d1 ∈ N. This follows from the fact that

(c) ei1bsi1w = 0 and bsi1w is in a weight space of V .

Next we show that V ′i ⊂ V w. We argue by induction on m = |w|. If m = 0

the result is obvious. Assume now that m ≥ 1. Since V w is stable under

the action of ei(i ∈ I), it is enough to show that bw ∈ V w. By the induction

hypothesis, bsi1w ∈ V si1w . Using (c), we see that for some c1 ∈ N we have

bw = ṡi1bsi1w = f
(c1)
i1

bsi1w ∈ f
(c1)
i1

V si1w ⊂ V w.

This completes the proof of (a).

From [3, 28.1.4] one can deduce that bw ∈ β. From (a) we see that

bw ∈ V w. It follows that

(d) bw ∈ βw.

2.2. For v ≤ w in W we set

Bv,w = {B ∈ B, pos(B+, B) = w, pos(B−, B) = wIv}

(a locally closed subvariety of B) and

(Bv,w)≥0 = B≥0 ∩ Bv,w.

We have B = ⊔v≤w in WBv,w, B≥0 = ⊔v≤w in W (Bv,w)≥0.

2.3. Recall that there is a unique isomorphism φ : G → G such that

φ(xi(t)) = yi(t), φ(yi(t)) = xi(t) for all i ∈ I, t ∈ C and φ(g) = g−1 for all

g ∈ T . This carries Borel subgroups to Borel subgroups hence induces an

isomorphism φ : B → B such that φ(B+) = B−, φ(B−) = B+. For i ∈ I we

have φ(ṡi) = ṡ−1
i . Hence φ induces the identity map on W . For v ≤ w in W

we have wwI ≤ vwI ; moreover,

(a) φ defines an isomorphism BwwI ,vwI

∼
→Bv,w.

(See [9, 1.4(a)] From the definition we have

(b) φ(G≥0) = G≥0.
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From [5, 8.7] it follows that

(c) φ(B≥0) = B≥0.

From (a), (c) we deduce:

(d) φ defines a bijection (BwwI ,vwI
)≥0

∼
→ (Bv,w)≥0.

By [2, §3] there is a unique linear isomorphism φ : V → V such that

φ(gξ) = φ(g)φ(ξ) for all g ∈ G, ξ ∈ V and such that φ(ξ+) = ξ−; we have

φ(β) = β and φ2(ξ) = ξ for all ξ ∈ V .

2.4. Assume now that λ ∈ X++. Let B ∈ Bv,w and let L ∈ P • be such that

π(L) = B. Let ξ ∈ L− 0, b ∈ β. We show:

(a) ξb 6= 0 =⇒ b ∈ βw ∩ φ(βvwI ).

We have B = gB+g−1 for some g ∈ B+ẇB+. Then ξ = cgξ+ for some

c ∈ C∗. We write g = g′ẇg′′ with g′ ∈ U+, g′′ ∈ B+. We have ξ = c′g′ẇξ+ =

c′g′bw where c′ ∈ C∗. By 2.1(d) we have bw ∈ βw. Moreover, V w is stable

by the action of U+; we see that ξ ∈ V w. Since ξb 6= 0 we have b ∈ βw. Let

B′ = φ(B). We have B′ ∈ BwwI ,vwI
(see 2.3(a)). Let L′ = φ(L) ∈ P • and

let ξ′ = φ(ξ) ∈ L′ − 0, b′ = φ(b) ∈ β. We have ξ′b′ 6= 0. Applying the first

part of the proof with B,L, ξ, v, w, b replaced by B′, L′, ξ′, v′, w′, b′ we obtain

b′ ∈ βvwI . Hence b ∈ φ(βvwI ). Thus, b ∈ βw ∩ φ(βvwI ), as required.

2.5. We return to the setup of 1.4. For i ∈ I we set

V ei ={ξ ∈ V ; ei(ξ) = 0} =
{
ξ ∈ V ;

∑

b∈β

ξbcb,b′,i,1 = 0 for all b′ ∈ β
}
,

V fi ={ξ ∈ V ; fi(ξ) = 0} =
{
ξ ∈ V ;

∑

b∈β

ξbdb,b′,i,1 = 0 for all b′ ∈ β
}
.

If ξ ∈ V≥0, the condition that
∑

b∈β ξbcb,b′,i,1 = 0 is equivalent to the condi-

tion that ξbcb,b′,i,1 = 0 for any b, b′ in β. Thus we have

V≥0 ∩ V ei =
{
ξ ∈ V≥0; ξ =

∑

b∈βei

ξbb
}

where βei = {b ∈ β; cb,b′,i,1 = 0 for any b′ ∈ β}. Similarly, we have

V≥0 ∩ V fi =
{
ξ ∈ V≥0; ξ =

∑

b∈βfi

ξbb
}
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where βfi = {b ∈ β; db,b′,i,1 = 0 for any b′ ∈ β}.

Now the action of ṡi on V defines an isomorphism Ti : V
ei → V fi . If

b ∈ βei we have Ti(b) = f
(〈i,νb〉)
i b =

∑
b′∈β db,b′,i,〈i,νb〉b

′; in particular, we have

Ti(b) ∈ V≥0 ∩ V fi . Thus Ti restricts to a map T ′
i : V≥0 ∩ V ei → V≥0 ∩ V fi .

Similarly the action of ṡ−1
i restricts to a map T ′′

i : V≥0 ∩ V fi → V≥0 ∩ V ei .

This is clearly the inverse of T ′
i .

2.6. Now let K be a semifield. Let

V (K)ei =
{∑

b∈β

ξbb; ξb ∈ K ! if b ∈ βei , ξb = ◦ if b ∈ β − βei
}
,

V (K)fi =
{∑

b∈β

ξbb; ξb ∈ K ! if b ∈ βfi , ξb = ◦ if b ∈ β − βfi
}
.

We define Ti,K : V (K) → V (K) by

∑

b∈β

ξbb 7→
∑

b′∈β

(
∑

b∈β

db,b′,i,〈i,νb〉ξb)b
′

(notation of 1.4). From the results in 2.5 one can deduce that

(a) Ti,K restricts to a bijection T ′
i,K : V (K)ei

∼
→V (K)fi .

2.7. Let K be a semifield. We define an involution φ : V (K) → V (K)

by φ(
∑

b∈β ξbb) =
∑

b∈β ξφ(b)b. (Here ξb ∈ K !; we use that φ(β) = β.) This

restricts to an involution V (K)−◦ → V (K)−◦ which induces an involution

P (K) → P (K) denoted again by φ.

3. Parametrizations

3.1. In this section K denotes the semifield in 0.1(i). For v ≤ w in W we

define Bv,w(K) = B̃v,w≥0 as in 1.9 in terms of Bv,w and its subset (Bv,w)≥0.

We have

B(K) = ⊔v≤w in WBv,w(K).

3.2. We preserve the setup of 1.4. We now fix v ≤ w in W and i =

(i1, i2, . . . , im) ∈ Iw. According to [10], there is a unique sequence q1, q2, . . .,
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qm with qk ∈ {sik , 1} for k ∈ [1,m], q1q2 . . . qm = v and such that q1 ≤

q1q2 ≤ · · · ≤ q1q2 . . . qm and q1 ≤ q1si2 , q1q2 ≤ q1q2si3 , . . . , q1q2 . . . qm−1 ≤

q1q2 . . . qm−1sim . Let [1,m]′ = {k ∈ [1,m]; qk = 1}, [1,m]′′ = {k ∈ [1,m];

qk = sik}. Let A be the set of maps h : [1,m]′ → C∗; this is naturally an

algebraic variety over C. Let A≥0 be the subset of A consisting of maps

h : [1,m]′ → R>0. Following [10], we define a morphism σ : A → G by

h 7→ g(h)1g(h)2 . . . g(h)m where

(a) g(h)k = yik(h(k)) if k ∈ [1,m]′ and g(h)k = ṡik if k ∈ [1,m]′′.

We show:

(b) If h ∈ A≥0, then σ(h)ξ+ ∈ V w, so that σ(h) is a linear combination of

vectors b ∈ βw. Moreover, (σ(h)ξ+)bw 6= 0.

From the properties of Bruhat decomposition, for any h ∈ A≥0 we have

σ(h) ∈ B+ẇB+, so that σ(h)ξ+ = cuẇξ+ = cubw where c ∈ C+, u ∈ U+.

Since bw ∈ V w and V w is stable under the action of U+, it follows that

cuẇξ+ ∈ V w. More precisely, ubw = bw plus a linear combination of elements

b ∈ β of weight other than that of bw. This proves (b).

We show:

(c) Let h ∈ A≥0. Assume that i ∈ I is such that |siw| > |w| and that b ∈ β

is such that (σ(h)ξ+)b 6= 0. Then νb 6= νbw + i′.

Since |siw| > |w| we have eibw = 0. We write σ(h)x+ = cubw with c, u as

in the proof of (b). Now ubw is a linear combination of vectors of the form

ej1ej2 . . . ejkbw with jt ∈ I. Such a vector is in a weight space V (ν) with

ν = νbw + j′1 + j′2 + · · ·+ j′k. If j
′
1 + j′2 + · · ·+ j′k = i′ then k = 1 and j1 = i.

But in this case we have ej1ej2 . . . ejkbw = eibw = 0. The result follows.

3.3. Let h ∈ A≥0. Let k ∈ [1,m]′′. The following result appears in the proof

of [10, 11.9].

(a) We have (g(h)k+1g(h)k+2 . . . g(h)m)−1xik(a)g(h)k+1g(h)k+2 . . . g(h)m ∈

U+.

From (a) it follows that for ξ ∈ V we have

eik(g(h)k+1g(h)k+2 . . . g(h)mξ) = g(h)k+1g(h)k+2 . . . g(h)m(e′ξ)
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where e′ : V → V is a linear combination of products of one or more factors

ej, j∈I. When ξ=ξ+ we have e′ξ=0 hence eik(g(h)k+1g(h)k+2 . . . g(h)mξ+)

= 0. We can write uniquely

g(h)k+1g(h)k+2 . . . g(h)mξ+ =
∑

ν∈X

(g(h)k+1g(h)k+2 . . . g(h)mξ+)ν

with (g(h)k+1g(h)k+2 . . . g(h)mξ+)ν ∈ Vν . We have

∑

ν∈X

eik((g(h)k+1g(h)k+2 . . . g(h)mξ+)ν) = 0.

Since the elements eik((g(h)k+1g(h)k+2 . . . g(h)mξ+)ν) (for various ν ∈ X )

are in distinct weight spaces, it follows that eik((g(h)k+1g(h)k+2 . . . g(h)mξ+)ν)

= 0 for any ν ∈ X . If ξ ∈ Vν satisfies eikξ = 0, then

(b) ṡikξ = f
(〈ik,ν〉)
ik

ξ.

(If 〈ik, ν〉 < 0 then ξ = 0 so that both sides of (b) are 0.) We deduce

(c) g(h)k((g(h)k+1g(h)k+2 . . . g(h)mξ+)ν)

=f
(〈ik,ν〉)
ik

((g(h)k+1g(h)k+2 . . . g(h)mξ+)ν)

for any ν ∈ X .

3.4. Let h ∈ A≥0. For any k ∈ [1,m] we set [k,m]′ = [k,m] ∩ [1,m]′,

[k,m]′′ = [k,m] ∩ [1,m]′′. Let E≥k be the set of all maps χ : [k,m]′ → N.

(If [k,m]′ = ∅, E≥k consists of a single element.) For χ ∈ E≥k and k′ ∈ [k,m]

let χ≥k′ be the restriction of χ to [k′,m]′.

We now define an integer c(k, χ) for any k ∈ [1,m]′′ and any χ ∈ E≥k by

descending induction on k. We can assume that c(k′, χ′) is defined for any

k′ ∈ [k + 1,m]′′ and any χ′ ∈ E≥k′ . We set ck,χ = 〈ik, ν〉 where

(a) ν = λ−
∑

κ∈[k+1,m]′

χ(κ)i′κ −
∑

κ∈[k+1,m]′′;c(κ,χ≥κ)≥0

c(κ, χ≥κ)i
′
k ∈ X .

This completes the inductive definition of the integers c(k, χ).
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Next we define for any k ∈ [1,m] and any χ ∈ E≥k an element Jk,χ ∈ V

by

Jk,χ =g(h)χk g(h)
χ
k+1 . . . g(h)

χ
mξ+

where

g(h)χκ =h(κ)χ(κ)f
(χ(κ))
iκ

if κ ∈ [k,m]′,

g(h)χκ =f
(c(κ,χ|≥κ)
iκ

if κ ∈ [k,m]′′.

For k ∈ [1,m] we show:

(b) g(h)kg(h)k+1 . . . g(h)mξ+ =
∑

χ∈E≥k

Jk,χ.

We argue by descending induction on k. Assume first that k = m. If

k ∈ [1,m]′ then

g(h)kξ
+ =

∑

n≥0

h(k)nf
(n)
iκ

ξ+ =
∑

χ∈E≥k

Jk,χ,

as required. If k ∈ [1,m]′′, then g(h)kξ
+ = ṡikξ

+ = f
(〈ik,λ〉)
ik

ξ+, see 3.3(b).

Next we assume that k < m and that (b) holds for k replaced by k+ 1.

Let χ′ = χ≥k+1. By the induction hypothesis, the left hand side of (b) is

equal to

(c) g(h)k
∑

χ∈E≥k+1

Jk+1,χ.

If k ∈ [1,m]′, then clearly (c) is equal to the right hand side of (b). If

k ∈ [1,m]′′, then from the induction hypothesis we see that for any ν ∈ X

we have

(g(h)k+1 . . . g(h)mξ+)ν =
∑

χ∈E≥k+1

(Jk+1,χ)ν =
∑

χ∈E≥k+1;ν

Jk+1,χ

where E≥k+1;ν is the set of all χ ∈ E≥k+1 such that

ν = λ−
∑

κ∈[k+1,m]′

χ(κ)i′κ −
∑

κ∈[k+1,m]′′,c(κ,χ≥κ)≥0

c(κ, χ≥κ)i
′
k.
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Using this and 3.3(c) we see that

g(h)kg(h)k+1 . . . g(h)mξ+ =
∑

ν∈X

f
(〈ik,ν〉)
ik

((g(h)k+1g(h)k+2 . . . g(h)mξ+)ν)

=
∑

ν∈X

f
(〈ik ,ν〉)
ik

∑

χ∈E≥k+1;ν

Jk+1,χ =
∑

χ∈E≥k

f
(c(k,χ))
ik

Jk+1,χ|≥k+1
=

∑

χ∈E≥k

Jk,χ.

This completes the inductive proof of (b).

In particular, we have

(d) g(h)1g(h)2 . . . g(h)mξ+ =
∑

χ∈E

J1,χ,

where E is the set of all maps χ : [1,m]′ → N. This shows that for any b ∈ β

there exists a polynomial Pb in the variables xk, k ∈ [1,m]′ with coefficients

in N such that the coefficient of b in g(h)1g(h)2 . . . g(h)mξ+ is obtained by

substituting in Pb the variables xk by h(k) ∈ R>0 for k ∈ [1,m]′, h ∈ A≥0.

Each coefficient of this polynomial is a sum of products of expressions of

the form db1,b2,i,n ∈ N (see 1.4); if one of these coefficients is 6= 0 then after

the substitution xk 7→ h(k) ∈ R>0 we obtain an element in R>0 while if all

these coefficients are 0 then the same substitution gives 0. Thus, there is a

well defined subset βv,i of β such that Pb|xk=h(k) is in R>0 if b ∈ βv,i and is

0 if b ∈ β − βv,i.

For a semifield K1 we denote by A(K1) the set of maps h : [1,m]′ → K1.

For any h ∈ K1 we can substitute in Pb the variables xk by h(k) ∈ K1

for k ∈ [1,m]′; the result is an element Pb,h,K1
∈ K !

1. Clearly, we have

Pb,h,K1
∈ K1 if b ∈ βv,i and Pb,h,K1

= ◦ if b ∈ β − βv,i.

From 3.2(b) we see that bw ∈ βv,i.

We see that for a semifield K1, h 7→
∑

b∈β Pb,h,K1
b is a map θK1

:

A(K1) → V (K1)− ◦ and

(d) θK1
(A(K1)) ⊂ {ξ ∈ V (K1); supp(ξ) = βv,i}.

(supp(ξ) as in 1.4.) Let ωK1
: A(K1) → P (K1) be the composition of

θK1
with the obvious map V (K1) − ◦ → P (K1). From the definitions, if

K1 → K2 is a homomorphism of semifields, then we have a commutative
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diagram

A(K1)
ωK1−−−−→ P (K1)y

y

A(K2)
ωK2−−−−→ P (K2)

where the vertical maps are induced by K1 → K2.

3.5. In this subsection we assume that m ≥ 1. We will consider two cases:

(I) t1 = si1 ,

(II) t1 = 1.

In case (I) we set (v′, w′) = (si1v, si1w), i
′ = (i2, i3, . . . , im) ∈ Iw′. We have

v′ ≤ w′ and the analogue of the sequence q1, q2, . . . , qm in 3.2 for (v′, w′, i′)

is q2, q3, . . . , qm.

In case (II) we set (v′, w′) = (v, si1w), i
′ = i. We have v′ ≤ w′ and the

analogue of the sequence q1, q2, . . . , qm in 3.2 for (v′, w′, i′) is q2, q3, . . . , qm.

For a semifield K1 let A′(K1) be the set of maps [2,m]′ → K1 (notation

of 3.4) and let θ′K1
: A′(K1) → V (K1) − ◦, ω′

K1
: A′(K1) → P (K1) be

the analogues of θK1
, ωK1

in 3.4 when v,w is replaced by v′, w′. From the

definitions, in case (I), for h ∈ A(K1) we have

(a) θK1
(h) = Ti1,K1

(θ′K1
(h|[2,m]′)

(notation of 2.6(a); in this case we have θ′K1
(h|[2,m]′) ∈ V (K1)

ei1 by 3.3(a)

and the arguments following it); hence

(b) ωK1
(h) = [Ti1,K1

](ω′
K1

(h|[2,m]′)

where [Ti1,K1
] is the bijection (V (K1)

ei1 − ◦)/K1 → (V (K1)
fi1 − ◦)/K1

induced by Ti1,K1
: V (K1)

ei1 → V (K1)
fi1 (the image of ω′

K1
(h|[2,m]′) is

contained in (V (K1)
ei1 − ◦)/K1).

From the definitions, in case (II), for h ∈ A(K1) we have

(c) θK1
(h) = (−i1)

h(i1)(θ′K1
(h|[2,m]′)

(notation of 1.4).
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3.6. In the remainder of this section we assume that λ ∈ X++. In the setup

of 3.5, let h, h̃ be elements of A(K1). Let ξ = θ′K1
(h|[2,m]′), ξ̃ = θ′K1

(h̃|[2,m]′)

be such that (−i1)
h(i1)(ξ), (−i1)

h̃(i1)(ξ̃) have the same image in P (K). We

show:

(a) h(i1) = h̃(i1) and ξ, ξ̃ have the same image in P (K).

By 3.2(a), (b) (for w′ instead of w),

(b) bw′ appears in ξ with coefficient c ∈ K1; if b ∈ β appears in ξ with

coefficient 6= ◦ then νb 6= νbw′ + i′1.

Similarly,

(c) bw′ appears in ξ̃ with coefficient c̃ ∈ K1; if b ∈ β appears in ξ̃ with

coefficient 6= ◦ then νb 6= νbw′ + i′1.

From our assumption on λ we have bw′ 6= bw = f
(n)
i0

bw′ and f
(1)
i0

bw′ 6= ◦. By

(b), (c) we have

(−i1)
h(i1)(ξ) = cβw′ + h(i1)cf

(1)
i0

bw′ +K !
1-comb. of b ∈ β of other weights,

(−i1)
h̃(i1)(ξ̃) = c̃βw′ + c̃h̃(i1)f

(1)
i0

bw′ +K !
1-comb. of b ∈ β of other weights.

We deduce that for some k ∈ K1 we have c̃ = kc, c̃h̃(i1) = kch(i1). It

follows that h(i1) = h̃(i1). Using this and our assumption, we see that for

some k ∈ K1 we have (−i1)
h(i1)(ξ) = (−i1)

h(i1)(cξ̃). Using 1.4(a) we deduce

ξ = cξ̃. This proves (a).

3.7. In the setup of 3.4 we show:

(a) ωK1
: A(K1) → P (K1) is injective.

We argue by induction on m. If m = 0 there is nothing to prove. We now

assume that m ≥ 1. Let ω′
K1

: A′(K1) → P (K1) be as in 3.5. By the

induction hypothesis, ω′
K1

is injective. In case I (in 3.5), we use 3.5(b) and

the bijectivity of [Ti1,K1
] to deduce that ωK1

is injective. In case II (in 3.5),

we use 3.5(c) and 3.6(a) to deduce that ωK1
is injective. This proves (a).
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3.8. According to [10],

(a) h 7→ σ(h)B+σ(h)−1 defines an isomorphism τ from A to an open subva-

riety of Bv,w containing (Bv,w)≥0 and τ restricts to a bijection

A≥0
∼
→ (Bv,w)≥0.

(The existence of a homeomorphism R
|w|−|v|
>0

∼
→ (Bv,w)≥0 was conjectured in

[5].)

We define Ã≥0 in terms A and its subset A≥0 as in 1.9. Note that Ã≥0

can be identified with the set of maps h : [1,m]′ → K that is, with A(K)

(notation of 3.4). Now τ : A → Bv,w (see (a)) carries A≥0 onto the subset

(Bv,w)≥0 of Bv,w hence it induces a map

(b) A(K) = Ã≥0 → B̃v,w≥0 which is a bijection.

(We use (a) and 1.9(a)).

3.9. From the definition we deduce that we have canonically

(a) B̃≥0 = ⊔v,w in W,v≤wB̃v,w≥0.

The left hand side is identified in 1.10 with P •(K), a subspace of P (K).

Hence the subset B̃v,w≥0 of B̃≥0 can be viewed as a subset Pv,w(K) of P (K)

and 3.8(b) defines a bijection of A(K) onto Pv,w(K). The composition of

this bijection with the imbedding Pv,w(K) ⊂ P (K) coincides with the map

ωK : A → P (K) in 3.4. (This follows from definitions.)

Similarly, the composition of the imbeddings

(Bv,w)≥0 ⊂ B≥0 = P •
≥0 ⊂ P≥0 = P (R>0)

(see 1.7(a)) can be identified via 3.8(a) with the imbedding ωR>0
: A≥0 →

P (R>0) whose image is denoted by Pv,w(R>0).

Recall that P •(Z) is the image of P •(K) under the map P (K) → P (Z)

induced by r : K → Z (see 1.11). For v ≤ w in W let Pv,w(Z) be the

image of Pv,w(K) under the map P (K) → P (Z). We have clearly P •(Z) =

∪v≤wPv,w(Z). From the commutative diagram in 3.4 attached to r : K → Z
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we deduce a commutative diagram

A(K) −−−−→ Pv,w(K)
y

y

A(Z) −−−−→ Pv,w(Z)

in which the vertical maps are surjective and the upper horizontal map is a

bijection. It follows that the lower horizontal map is surjective; but it is also

injective (see 3.7(a)) hence bijective.

3.10. We return to the setup of 3.4. If K1 is one of the semifields R>0,K,Z,

then the elements of Pv,w(K1) are represented by elements of ξ ∈ V (K1)−◦

with supp(ξ) = βv,i. In the case where K1 = R>0, Pv,w(K1) depends only

on v,w and not on i. It follows that βv,i depends only on v,w not on i hence

we can write βv,w instead of βv,i.

Note that in [9, 2.4] it was conjectured (for R>0) that the set [[v,w]]

defined in [9, 2.3(a)] in type A2 should make sense in general. This conjecture

is now established for R>0 by taking [[v,w]] = βv,w (and the analogue of the

conjecture for K1 as above is also established).

Using 2.4(a) and the definitions we see that

(a) βv,w ⊂ βw ∩ φ(βvwI ).

We expect that this is an equality (a variant of a conjecture in [9, 2.4], see

also [9, 2.3(a)]). From 3.4 we see that

(b) bw ∈ βv,w.

From 2.3(d) we deduce:

(c) φ(βwwI ,vwI
) = βv,w.

Using (b), (c) we deduce:

(d) φ(bvwI
) ∈ βv,w.
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3.11. For K1 as in 3.10 and for v ≤ w in W , v′ ≤ w′ in W , we show:

(a) If Pv,w(K1) ∩ Pv′,w′(K1) 6= ∅, then v = v′, w = w′.

If K1 is R>0 or K this is already known. We will give a proof of (a) which

applies also when K1 = Z. From the results in 3.10 we see that it is enough

to show:

(b) If βv,w = βv′,w′, then v = v′, w = w′.

From 3.10(b) we have bw′ ∈ βv′,w′ hence bw′ ∈ βv,w so that (using 3.10(a))

we have bw′ ∈ βw. Using 2.1(a) we deduce that bw′ ∈ V ′i (with i as in 2.1).

It follows that either bw′ = bw or νbw′ − νbw is of the form j′1 + j′2 + · · ·+ j′k
with jt ∈ I and k ≥ 1. Interchanging the roles of w,w′ we see that either

bw = bw′ or νbw −νbw′ is of the form j̃′1+ j̃′2+ · · ·+ j̃′k′ with j̃t ∈ I and k′ ≥ 1.

If bw 6= bw′ then we must have j′1+ j′2+ · · ·+ j′k+ j̃′1+ j̃′2+ · · ·+ j̃′k′ = 0, which

is absurd. Thus we have bw = bw′ . Since λ ∈ X++ this implies w = w′.

Now applying φ to the first equality in (a) and using 3.10(c) we see that

βwwI ,vwI
= βw′wI ,v′wI

. Using the first part of the argument with v,w, v′, w′

replaced by wwI , vwI , w
′wI , v

′wI , we see that vwI = v′wI hence v = v′. This

completes the proof of (b) hence that of (a).

Now the proof of Theorem 0.2 is complete.

3.12. Now φ : B → B (see 2.3) induces an involution B̃ → B̃ and an

involution B̃≥0 → B̃≥0 denoted again by φ. From 2.3(a), (d) we deduce that

this involution restricts to a bijection ˜BwwI ,vwI≥0 → B̃v,w≥0 for any v ≤ w in

W . The involution φ : B̃≥0 → B̃≥0 can be viewed as an involution of P •(K)

which coincides with the restriction of the involution φ : P (K) → P (K) in

2.7. The last involution is compatible with the involution φ : P (Z) → P (Z)

in 2.7 under the map P (K) → P (Z) induced by r : K → Z. It follows the

image P •(Z) of P •(K) under P (K) → P (Z) is stable under φ : P (Z) →

P (Z). Thus there is an induced involution φ on B(Z) = P •(Z) which carries

PwwI ,vwI
(Z) onto Pv,w(Z) for any v ≤ w in W .
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4. Independence on λ

4.1. For λ, λ′ in X+ let λ,λ′
P be the set of lines in λV ⊗ λ′

V . We define a

linear map E : λV × λ′

V → λV ⊗ λ′

V by (ξ, ξ′) 7→ ξ ⊗ ξ′. This induces a

map Ē : λP × λ′

P → λ,λ′

P .

Let K1 be a semifield. Let S = λβ × λ′

β. Let λ,λ′

V (K1) be the set of

formal sums u =
∑

s∈S uss where us ∈ K !
1. This is a monoid under addition

(component by component) and we define scalar multiplication

K !
1 ×

λ,λ′

V (K1) → λ,λ′

V (K1)

by (k,
∑

s∈S uss) 7→
∑

s∈S(kus)s. Let End(λ,λ
′
V (K1)) be the set of maps

ζ : λ,λ′
V (K1) → λ,λ′

V (K1) such that ζ(ξ + ξ′) = ζ(ξ) + ζ(ξ′) for ξ, ξ′ in
λ,λ′

V (K1) and ζ(kξ) = kζ(ξ) for ξ ∈ λ,λ′
V (K1), k ∈ K !

1. This is a monoid

under composition of maps.

We define a map

E(K1) :
λV (K1)×

λ′

V (K1) → λ,λ′

V (K1)

by ( ∑

b1∈λβ

ξb1b1

)
,
( ∑

b′1∈
λ′β

ξ′b′1
b′1

)
7→

∑

(b1,b′1)∈S

ξb1ξ
′
b′1
(b1, b

′
1).

We define a map

End(λV (K1))× End(λ
′

V (K1)) → End(λ,λ
′

V (K1))

by (τ, τ ′) 7→ [(b1, b
′
1) 7→ E(K1)(τ(b1), τ

′(b′1))]. Composing this map with the

map

G(K1) → End(λV (K1))× End(λ
′

V (K1))

whose components are the maps

G(K1) → End(λV (K1)), G(K1) → End(λ
′

V (K1))

in 1.5 we obtain a map G(K1) → End(λ,λ
′

V (K1)) which is a monoid homo-

morphism. Thus G(K1) acts on
λ,λ′

V (K1); it also acts on λV (K1)×
λ′

V (K1)

(by 1.5) and the two actions are compatible with E(K1).
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Let ◦ be the element u ∈ λ,λ′

V (K1) such that us = ◦ for all s ∈ S. Let
λ,λ′

P (K1) be the set of orbits of the free K1 action (scalar multiplication)

on λ,λ′

V (K1)− ◦. Now E(K1) restricts to a map

(λV (K1))− ◦)× (λ
′

V (K1)− ◦) → λ,λ′

V (K1)− ◦

and induces an (injective) map

Ē(K1) :
λP (K1)×

λ′

P (K1) → λ,λ′

P (K1).

Now G(K1) acts naturally on λP (K1) ×
λ′
P (K1) and on λ,λ′

P (K1); these

G(K1)-actions are compatible with Ē(K1).

4.2. For λ, λ′ in X+ there is a unique linear map

Γ : λ+λ′

V → λV ⊗ λ′

V

which is compatible with the G-actions and takes λ+λ′
ξ+ to λξ+⊗λ′

ξ+. This

induces a map Γ̄ : λ+λ′
P → λ,λ′

P .

For b ∈ λ+λ′
β we have

Γ(b) =
∑

(b1,b′1)∈S

eb,b1,b′1b1 ⊗ b′1

where eb,b1,b′1 ∈ N. (This can be deduced from the positivity property [3,

14.4.13(b)] of the homomorphism r in [3, 1.2.12].) There is a unique map

Γ(K1) :
λ+λ′

V (K1) → λ,λ′

V (K1)

compatible with addition and scalar multiplication and such that for b ∈
λ+λ′

β we have

Γ(K1)(b) =
∑

(b1,b′1)∈S

eb,b1,b′1(b1, b
′
1)

where eb,b1,b′1 are viewed as elements of K !
1. Since Γ is injective, for any

b ∈ λ+λ′
β we have eb,b1,b′1 ∈ N−{0} for some b1, b

′
1, hence eb,b1,b′1 ∈ K1, when

viewed as an element of K !
1. It follows that Γ(K1) maps λ+λ′

V (K1)−◦ into



✐

“BN15N15” — 2020/3/30 — 10:46 — page 87 — #25
✐

✐

✐

✐

✐

2020] THE FLAG MANIFOLD OVER THE SEMIFIELD Z 87

λ,λ′

V (K1)− ◦. Hence Γ(K1) defines an (injective) map

Γ̄(K1) :
λ+λ′

P (K1) → λ,λ′

P (K1)

which is compatible with the action of G(K1) on the two sides.

4.3. We now assume that K1 is either K as in 0.1(i) or Z as in 0.1(ii) and

that λ ∈ X++, λ′ ∈ X+ so that λ+ λ′ ∈ X++. We have the following result.

(a) Let L ∈ λ+λ′

P •(K1). Then Γ̄(K1)(L) = Ē(K1)(L1,L
′
1) for some (L1,L

′
1)

∈ λP •(K1) ×
λ′
P (K1) (which is unique, by the injectivity of Ē(K1)).

Thus, L 7→ L1 is a well defined map H(K1) :
λ+λ′

P •(K1) → λP •(K1).

We shall prove (a) for K1 = Z assuming that it is true for K1 = K. We can

find L̃ ∈ λ+λ′
P •(K) such that L ∈ λ+λ′

P •(Z) is the image of L̃ under the

map λ+λ′
P •(K) → λ+λ′

P •(Z) induced by r : K → Z. By our assumption

we have Γ̄(K)(L̃) = Ē(K)(L̃1, L̃
′
1) with (L̃1, L̃

′
1) ∈

λP •(K)×λ′

P (K). Let L1

(resp. L′
1) be the image of L̃1 (resp. L̃′

1) under the map λP •(K) → λP •(Z)

(resp. λ′
P (K) → λ′

P (Z)) induced by r : K → Z. From the definitions

we see that Γ̄(Z)(L) = Ē(Z)(L1,L
′
1). This proves the existence of (L1,L

′
1).

The proof of (a) in the case where K1 = K will be given in 4.6.

Assuming that (a) holds, we have a commutative diagram

λ+λ′
P •(K)

H(K)
−−−−→ λP •(K)

y
y

λ+λ′

P •(Z)
H(Z)
−−−−→ λP •(Z)

in which the vertical maps are induced by r : K → Z.

4.4. We preserve the setup of 4.3. For each w ∈ W we assume that a

sequence iw = (i1, i2, . . . , im) ∈ Iw has been chosen (here m = |w|). Let

Z(K1) = ⊔v≤w in WAv,w(K1) where Av,w(K1) is the set of all maps [1,m]′ →

K1 (with [1,m]′ defined as in 3.2 in terms of v,w and i = iw). From the

results in 3.9 we have a bijection

λD(K1) : Z(K1)
∼
→ λP •(K1)
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whose restriction to Av,w(K1) is as in the last commutative diagram in 3.9

(with i = iw). Replacing here λ by λ+ λ′ we obtain an analogous bijection

λ+λ′

D(K1) : Z(K1)
∼
→ λ+λ′

P •(K1).

From the commutative diagram in 3.4 we deduce a commutative diagram

Z(K)
λD(K)
−−−−→ λP •(K)

y
y

Z(Z)
λD(Z)
−−−−→ λP •(Z)

and a commutative diagram

Z(K)
λ+λ′D(K)
−−−−−−→ λ+λ′

P •(K)
y

y

Z(Z)
λ+λ′D(Z)
−−−−−−→ λ+λ′

P •(Z)

in which the vertical maps are induced by r : K → Z.

4.5. We preserve the setup of 4.3. We assume that 4.3(a) holds. From the

commutative diagrams in 4.3, 4.4 we deduce a commutative diagram

Z(K)
(λD(K))−1H(K)λ+λ′D(K)
−−−−−−−−−−−−−−−−−→ Z(K)

y
y

Z(Z)
(λD(Z))−1H(Z)λ+λ′D(Z)
−−−−−−−−−−−−−−−−→ Z(Z)

in which the vertical maps are induced by r : K → Z. Recall that K1 is K

or Z. We have the following result.

(a) (λD(K1))
−1H(K1)

λ+λ′

D(K1) is the identity map Z(K1) → Z(K1).

If (a) holds for K1 = K then it also holds for K1 = Z, in view of the

commutative diagram above in which the vertical maps are surjective. The

proof of (a) in the case K1 = K will be given in 4.7.

From (a) we deduce:

(b) H(K1) is a bijection.
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4.6. In this subsection we assume that K1 = K. Let k = C(x) where x is

an indeterminate. We have K ! ⊂ k. For any λ ∈ X+ we set λVk = k⊗ λV .

This is naturally a module over the group G(k) of k points of G. Let B(k)

be the set of subgroups of G(k) that are G(k)-conjugate to B+(k), the

group of k-points of B+. We identify λV (K) with the set of vectors in λVk

whose coordinates in the k-basis λβ are in K !. In the case where λ ∈ X++,

we identify λV •(K) − 0 with the set of all ξ ∈ λV (K) − 0 such that the

stabilizer in G(k) of the line [ξ] belongs to B(k). (For a nonzero vector ξ

in a k-vector space we denote by [ξ] the k-line in that vector space that

contains ξ.)

Now let λ ∈ X++, λ′ ∈ X+. We show that 4.3(a) holds for λ, λ′. We

identify λ,λ′
V (K) with the set of vectors in λVk ⊗k

λ′
Vk whose coordinates

in the k-basis λβ ⊗ λ′
β are in K !.

Then E(K) becomes the restriction of the homomorphism of G(k)-

modules E′ : λVk × λ′
Vk → λVk ⊗k

λ′
Vk given by (ξ, ξ′) 7→ ξ ⊗k ξ′ and

Γ(K) becomes the restriction of the homomorphism of G(k)-modules Γ′ :
λ+λ′

Vk → λVk ⊗k
λ′

Vk obtained from Γ by extension of scalars.

Let Lλ = [λξ+] ⊂ λVk, Lλ′ = [λ
′
ξ+] ⊂ λ′

Vk, Lλ+λ′ = [λ+λ′
ξ+] ⊂ λ+λ′

Vk.

Now let ξ ∈ λ+λ′
V •(K)− 0. Then [ξ] = gLλ+λ′ for some g ∈ G(k) hence

Γ′([ξ]) =g(Lλ ⊗ Lλ′) = (gLλ)⊗ (g(Lλ′) = E′(gLλ, g(Lλ′)

=E′([g(λξ+)], [g(λ
′

ξ+)]).

To prove 4.3(a) in our case it is enough to prove that for some c, c′ in k∗ we

have cg(λξ+) ∈ λV (K), c′g(λ
′
ξ+) ∈ λ′

V (K). We have ξ = c0g(
λ+λ′

ξ+) for

some c0 ∈ k∗ and Γ′(ξ) = Γ(ξ) ∈ λ,λ′

V (K). Thus, c0Γ
′(g(λ+λ′

ξ) ∈ λ,λ′

V (K)

that is, c0(g
λξ+)⊗ (gλ

′

ξ+) ∈ λ,λ′

V (K). It is enough to show:

(a) If z ∈ λVk, z′ ∈ λ′
Vk, c0 ∈ k∗ satisfy c0z ⊗ z′ ∈ λ,λ′

V (K) − 0, then

cz ∈ λV (K)− 0, c′z′ ∈ λ′

V (K)− 0 for some c, c′ in k∗.

We write z =
∑

b∈λβ zbb, z′ =
∑

b′∈λ′β z
′
b′b

′ with zb, z
′
b′ in k. We have

c0zbz
′
b′ ∈ K ! for all b, b′. Replacing z by c0z we can assume that c0 = 1

so that zbz
′
b′ ∈ K ! for all b, b′ and zbz

′
b′ 6= 0 for some b, b′. Thus we can find

b′0 ∈ λ′
β such that z′

b′0
∈ K. We have zbz

′
b′0

∈ K ! for all b. Replacing z by

z′
b′0
z we can assume that zb ∈ K ! for all b. We can find b0 ∈ λβ such that
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zb0 ∈ K. We have zb0z
′
b′ ∈ K ! for all b′. It follows that z′b′ ∈ K ! for all b′.

This proves (a) and completes the proof of 4.3(a).

4.7. We preserve the setup of 4.3 and assume that K1 = K. We show

that 4.5(a) holds in this case. Let v ≤ w, i be as in 3.2 and let A(K1) be

as in 3.4. Let h ∈ A(K1). We have λ+λ′
D(K1)(h) = [σK1

(h)λ+λ′
ξ+] where

σK1
: A(K1) → G(k) is defined by the same formula as σ in 3.2. (Note that

for i ∈ I, yi(t) ∈ G(k) is defined for any t ∈ k.) Hence

Γ̄(K1)
λ+λ′

D(K1)(h) = [(σK1
(h)λξ+)⊗ (σK1

(h)λ
′

ξ+)]

= Ē(K1)([σK1
(h)λξ+], [σK1

(h)λ
′

ξ+])

so that

H(K1)
λ+λ′

D(K1)(h) = [σK1
(h)λξ+] = λD(K1)(h).

This shows that the map in 4.5(a) takes h to h for any h ∈ A(K1). This

proves 4.5(a).

4.8. We now assume that K1 is either K as in 0.1(i) or Z as in 0.1(ii) and

that λ ∈ X++, λ′ ∈ X++. From 4.3(a),4.5(a) we have a well defined bijection

H(K1) :
λ+λ′

P •(K1)
∼
→ λP •(K1). Interchanging λ, λ′ we obtain a bijection

H ′(K1) :
λ+λ′

P •(K1)
∼
→ λ′

P •(K1). Hence we have a bijection

γλ,λ′ = H ′(K1)H(K1)
−1 : λP •(K1)

∼
→ λ′

P •(K1).

From the definitions we see that H(K1) is compatible with the G(K1)-

actions. Similarly, H ′(K1) is compatible with the G(K1)-actions. It follows

that γλ,λ′ is compatible with the G(K1)-actions. From the definitions we see

that if λ′′ is third element of X++, we have

γλ,λ′′ = γλ′,λ′′γλ,λ′ .

This shows that our definition of B(K1) is independent of the choice of λ.
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5. The Non-simply Laced Case

5.1. Let δ : G → G be an automorphism of G such that δ(B+) =

B+, δ(B−) = B− and δ(xi(t)) = xi′(t), δ(yi(t)) = yi′(t) for all i ∈ I, t ∈ C

where i 7→ i′ is a permutation of I denoted again by δ. We define an au-

tomorphism of W by si 7→ sδ(i) for all i ∈ I; we denote this automorphism

again by δ. We assume further that sisδ(i) = sδ(i)si for any i ∈ I. The

fixed point set Gδ of δ : G → G is a connected simply connected semisimple

group over C. The fixed point set W δ of δ : W → W is the Weyl group of

Gδ and as such it has a length function w 7→ |w|δ .

Now δ takes any Borel subgroup of G to a Borel subgroup of G hence it

defines an automorphism of B denoted by δ, with fixed point set denoted by

Bδ. This automorphism restricts to a bijection B≥0 → B≥0. We can identify

Bδ with the flag manifold of Gδ by B 7→ B ∩ Gδ. Under this identification,

the totally positive part of the flag manifold of Gδ (defined in [5]) becomes

Bδ
≥0 = B≥0 ∩ Bδ. For λ ∈ X we define δ(λ) ∈ X by 〈δ(i), δ(λ)〉 = 〈i, λ〉 for

all i ∈ I. In the setup of 1.4 assume that λ ∈ X++ satisfies δ(λ) = λ. There

is a unique linear isomorphism δ : V → V such that δ(gξ) = δ(g)δ(ξ) for

any g ∈ G, ξ ∈ V and such that δ(ξ+) = ξ+. This restricts to a bijection

β → β denoted again by δ. For any semifield K1 we define a bijection

V (K1) → V (K1) by
∑

b∈β ξbb 7→
∑

b∈β ξδ−1(b)b where ξb ∈ K !
1. This induces

a bijection P (K1) → P (K1) denoted by δ. We now assume that K1 is as in

0.1(i), (ii). Then the subset P •(K1) of P (K1) is defined and is stable under

δ; let P •(K1)
δ be the fixed point set of δ : P •(K1) → P •(K1). Recall that

G(K1) acts naturally on P (K1). This restricts to an action on P •(K1)
δ of

the monoid G(K1)
δ (the fixed point set of the isomorphismG(K1) → G(K1)

induced by δ) which is the same as the monoid associated in [8] to Gδ and

K1. We set Bδ(K1) = P •(K1)
δ.

The following generalization of Theorem 0.2 can be deduced from The-

orem 0.2.

(a) The set Bδ(Z) has a canonical partition into pieces Pv,w;δ(Z) indexed by

the pairs v ≤ w in W δ. Each such piece Pv,w;δ(Z) is in bijection with

Z|w|δ−|v|δ ; in fact, there is an explicit bijection Z|w|δ−|v|δ ∼
→Pv,w;δ(Z) for

any reduced expression of w in W δ.
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