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Abstract

Let G be a connected reductive group defined over a finite field Fq . We give a

parametrization of the irreducible representations of G(Fq) in terms of (twisted) categorical

centres of various monoidal categories associated to G. Results of this type were known

earlier for unipotent representations and also for character sheaves.

0. Introduction

0.1. Let k be an algebraic closure of the finite field with p elements. Let G be

a connected reductive group over k. We denote by Fq the subfield of k with

exactly q elements; here q is a power of p. Let F : G→ G be the Frobenius

map for an Fq-rational structure on G. We fix a prime number l different

from p. Let Irr(GF ) be the set of isomorphism classes of irreducible repre-

sentations (over Q̄l) of the finite group GF = {g ∈ G;F (g) = g} = G(Fq).

In [7] I gave a parametrization of Irr(GF ) in terms of the group of type dual

to that of G. (For “most” representations in Irr(GF ) this has been already

done in [3].) For the part of Irr(GF ) consisting of unipotent representa-

tions in a fixed two-sided cell of W (with G assumed to be Fq-split) the

parametrization was in terms of a set M(Γ) where Γ is a certain finite group

associated to the two-sided cell and M(Γ) is the set of simple objects (up to

isomorphism) of the category V ecΓ(Γ) of Γ-equivariant vector bundles on Γ
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(here Γ acts on Γ by conjugation). In the early 1990’s, Drinfeld pointed out

to me that the category V ecΓ(Γ) can be interpreted as the categorical centre

of the monoidal category of finite dimensional representations of Γ. (The

notion of categorical centre of a monoidal category is due to Joyal, Street,

Majid and Drinfeld.) This suggested that one should be able to reformulate

the parametrization of Irr(GF ) in terms of categorical centres of suitable

monoidal categories associated with G. This is achieved in the present pa-

per, except that we must allow certain twisted categorical centres instead

of usual categorical centres. Note that in our approach the representation

theory of G(Fq) cannot be separated from the theory of character sheaves

on G which appears as the limit of the first theory when q tends to 1; in

particular we also obtain the parametrization of character sheaves on G in

terms of categorical centres (no twisting needed in this case).

Earlier results of this type were known in the following cases:

(i) the case [2] of character sheaves on G (with centre assumed to be con-

nected and with k replaced by C);

(ii) the case [19] of unipotent character sheaves on G;

(iii) the case [20] of unipotent representations of GF ;

(iv) the case [21] of not necessarily unipotent character sheaves on G.

The papers [20], [21] were generalizations of [19] in different directions; the

present paper is a common generalization of [20], [21]; the methods used in

(ii), (iii), (iv) and the present paper are quite different from those used in

(i) which relied on techniques not available in positive characteristic.

Let B be a Borel subgroup of G and let T be a maximal torus of B. In

this subsection we assume that F (B) = B, F (T) = T. Let W be the Weyl

group of G with respect to T. Let s be an indexing set for the isomorphism

classes of Kummer local systems (over Q̄l); note that W acts naturally on s.

Let A = Z[v, v−1] where v is an indeterminate. A key role in this

paper is played by an A-algebra H (without 1 in general) which has A-
basis {Tw1λ;w ∈ W,λ ∈ s} and multiplication defined in 1.5 (see also [14,

31.2]). This is a monodromic version of the usual Hecke algebra ofW , closely

related to an algebra defined in [23]; it contains the usual Hecke algebra as a

subalgebra. Now H has a canonical basis, two-sided cells and an asymptotic

version H∞ (introduced in [15], [21]) which generalize the analogous notions
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for the usual Hecke algebra, see [5], [8]; the two-sided cells form a partition

of W × s and we have H∞ = ⊕cH
∞
c as rings (c runs over the two-sided

cells and each H∞
c is a ring with 1). For any c, H∞

c admits a category

version (for which H∞ is the Grothendieck group) which is a semisimple

monoidal category Cc with finitely many simple objects (up to isomorphism)

indexed by the elements of c, see §5. (In the case where c ⊂ W × {1}, this
reduces to the monoidal category defined is [12].) Now Cc has a well defined

categorical centre which is again a semisimple abelian category. Note that F

acts naturally on s and onW hence on W ×s; this induces an action of F on

the set of two-sided cells. If c is a two-sided cell such that F (c) = c then F

defines an equivalence of categories Cc → Cc and one can define the notion

of F -centre of Cc (see 5.5) which is a twisted version of the usual centre; it

is a semisimple abelian category. We denote by [c] the set of isomorphism

classes of simple objects of this category (a finite set).

Our main result is that Irr(GF ) is in natural bijection with ⊔c[c] (disjoint
union over all F -stable two-sided cells c). (See Theorem 7.3.) In the case

where c ⊂W × {1}, this reduces to the main result in [20].

The fact that the asymptotic Hecke algebra H∞ plays a role in the

classification is perhaps not surprising since its non-monodromic versions

appeared implicitly in the arguments of [6], through the traces of their canon-

ical basis elements in their various simple modules (the algebras themselves

were not defined at the time where [6] was written).

Many arguments in this paper follow very closely the arguments in [21];

we generalize them by taking into account also the arguments in [20]. We

have written the proofs in such a way that they apply at the same time

in the case of character sheaves on a connected component of a possibly

disconnected algebraic group with identity component G. In this case, the

classification involves twisted categorical centers, unlike that for the charac-

ter sheaves on G.

We plan to show elsewhere that the parametrization of Irr(GF ) given in

[7] can be deduced from the main result of this paper.

0.2. Notation. Let N∗ = {n ∈ Z − pZ;n ≥ 1}. Let T be a torus over k.

For n ∈ N∗ let Tn = {t ∈ T ; tn = 1}; we have ♯(Tn) = ndimT . For n, n′ in

N∗ such that n′/n ∈ Z we have a surjective homomorphism Nn′

n : Tn′ → Tn,

t 7→ tn
′/n. Hence we can form the projective limit T∞ of the groups Tn with
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n ∈ N∗ (a profinite abelian group). Then for any n ∈ N∗, Tn is naturally a

quotient of T∞.

All algebraic varieties are over k. We denote by p the algebraic variety

consisting of a single point. For an algebraic variety X we write D(X) for the

bounded derived category of constructible Q̄l-sheaves on X. Let M(X) be

the subcategory of D(X) consisting of perverse sheaves onX. For K ∈ D(X)

and i ∈ Z let HiK be the i-th cohomology sheaf of K and let Ki be the i-th

perverse cohomology sheaf of K. Let D(K) be the Verdier dual of K. For

any constructible sheaf E on X let Ex be the stalk of E at x ∈ X. If X has a

fixed Fq-structure X0, we denote by Dm(X) what in [1, 5.1.5] is denoted by

Db
m(X0, Q̄l); let Mm(X) be the corresponding category of mixed perverse

sheaves. In this paper we often encounter maps of algebraic varieties which

are not morphisms but only quasi-morphisms (as in [20, 0.3]). For such maps

the usual operations with derived categories are defined as in [20, 0.3].

Note that if K ∈ Dm(X) then K can be viewed as an object of D(X)

denoted again by K. If K ∈ Mm(X) and h ∈ Z, we denote by grh(K) the

subquotient of pure weight h of the weight filtration of K. If K ∈ Dm(X)

and i ∈ Z we write K 〈i〉 = K[i](i/2) where [i] is a shift and (i/2) is a Tate

twist; we write K{i} = gri(K
i)(i/2). If K is a perverse sheaf on X and A

is a simple perverse sheaf on X we write (A : K) for the multiplicity of A

in a Jordan-Hölder series of K. If C ∈ Dm(X) and {Ci; i ∈ I} is a family of

objects of Dm(X) then the relation C ≎ {Ci; i ∈ I} is as in [21, 0.2].

Let¯: A → A be the ring homomorphism such that vm = v−m for any

m ∈ Z. If f ∈ Q[v, v−1] and j ∈ Z we write (j; f) for the coefficient of vj in

f .

Let B be the variety of Borel subgroups of G. For any B ∈ B let UB

be the unipotent radical of B. In this paper we fix a Borel subgroup B of

G and a maximal torus T of B. Let U = UB. Let ν = dimU = dimB,
ρ = dimT, ∆ = dimG = 2ν + ρ.

For any algebraic variety X let L = LX = α!Q̄l ∈ D(X) where α :

X ×T→ X is the obvious projection. When X and T are defined over Fq,

L is naturally an object of Dm(X).
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Unless otherwise specified, all vector spaces are over Q̄l; in particular,

all representations of finite groups are assumed to be in (finite dimensional)

Q̄l-vector spaces.

1. The Monodromic Hecke Algebra and Its Asymptotic Version

1.1. Let NT be the normalizer of T in G, letW = NT/T be the Weyl group

and let κ : NT → W be the obvious homomorphism. For w ∈ W we set

Gw = Uκ−1(w)U so that G = ⊔w∈WGw; let Ow = {(xBx−1, yBy−1);x ∈
G, y ∈ G,x−1y ∈ Gw} so that B × B = ⊔w∈WOw. For w ∈ W let Ḡw be

the closure of Gw in G; we have Ḡw = ∪y≤wGy for a well defined partial

order ≤ on W . Let Ōw be the closure of Ow in B × B. Now W is a (finite)

Coxeter group with length function w 7→ |w| = dimOw − ν and with set of

generators S = {σ ∈ W ; |σ| = 1}; it acts on T by w : t 7→ w(t) = ωtω−1

where ω ∈ κ−1(w).

1.2. Let R ⊂ Hom(T,k∗) be the set of roots of G with respect to T. NowW

acts on R by w : α 7→ w(α) where (w(α))(t) = α(w−1(t)) for t ∈ T. Let R+

be the set of α ∈ R such that the corresponding root subgroup is contained

in U. For α : T → k∗ we denote by α̌ : k∗ → T the corresponding coroot

and by σα the corresponding reflection in W . For any σ ∈ S let Uσ be the

unique root subgroup of U with respect to T such that U−
σ := ωUσω

−1 6⊂ U

for some/any ω ∈ κ−1(σ). Let ασ : T → k∗ be the root corresponding to

Uσ; then the coroot α̌σ : k∗ → T is well defined.

For any σ ∈ S we fix an element ξσ ∈ Uσ − {1}; there is a unique

ξ′σ ∈ U−
σ − {1} such that ξσξ

′
σξσ = ξ′σξσξ

′
σ ∈ κ−1(σ) ⊂ NT; the two sides of

the last equality are denoted by σ̇. We have κ(σ̇) = σ and σ̇2 = α̌σ(−1). For
any w ∈W we define ẇ ∈ NT by ẇ = σ̇1σ̇2 . . . σ̇r where w = σ1σ2 . . . σr with

r = |w|, σj ∈ S; note that, by a result of Tits, ẇ is well defined. Let N0T

be the subgroup of NT generated by {σ̇;σ ∈ S}. This is a finite subgroup

of NT containing ẇ for any w ∈ W . Let κ0 : N0T → W be the restriction

of κ : NT→W .

1.3. For n ∈ N∗ let sn = Hom(Tn, Q̄
∗
l ); we have ♯(sn) = nρ. For n, n′

in N∗ such that n′/n ∈ Z, the surjective homomorphism Nn′

n : Tn′ → Tn,

t 7→ tn
′/n induces an imbedding sn ⊂ sn′ , λ 7→ λNn′

n . Hence we can form the

union s∞ = ∪n∈N∗sn (a countable abelian group). Then for any n ∈ N∗,
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sn is a subgroup of s∞. Note also that s∞ is the group of homomorphisms

T∞ → Q̄∗
l which factor through Tn for some n ∈ N∗. For any λ ∈ s∞

there is a well defined local system Lλ on T such that for some/any n ∈N∗

for which λ ∈ sn, Lλ is equivariant for the T-action t1 : t 7→ tn1 t on T and

the natural Tn action on the stalk of Lλ at 1 is through the character λ.

For λ, λ′ ∈ s∞ we have canonically Lλ ⊗ Lλ′ = Lλλ′ ; for λ ∈ s∞ we have

canonically L∗
λ = Lλ−1 ; here ()∗ denotes the dual local system.

TheW -action on T restricts to a W -action on Tn for any n ∈ N∗. This

induces a W -action on T∞, a W -action on sn for any n ∈ N∗; for λ ∈ sn,

w ∈ W and t ∈ Tn we have (w(λ))(t) = λ(w−1(t)). There is a unique

W -action of s∞ which for any n ∈ N∗ restricts to the W -action on sn just

described. We set I =W × s∞; for w ∈W,λ ∈ s∞ we write w · λ instead of

(w, λ).

1.4. If α ∈ R, the coroot α̌ : k∗ → T restricts to a homomorphism k∗
n →

Tn for any n ∈ N∗ and by passage to projective limits, this induces a

homomorphism α̌∞ : k∞ → T∞ (notation of 0.2). Let λ ∈ s∞. We say that

α ∈ Rλ if the composition k∞ α̌∞

→ T∞ λ→ Q̄∗
l is identically 1 or equivalently

if α̌∗Lλ
∼= Q̄l as local systems on k∗. Note that for w ∈W we have w(Rλ) =

Rw(λ). Let R+
λ = Rλ ∩ R+, R−

λ = Rλ − R+
λ . Let Wλ be the subgroup of

W generated by {σα;α ∈ Rλ}. We have Wλ = Wλ−1 . Let W ′
λ = {w ∈

W ;w(λ) = λ}. We have Wλ ⊂W ′
λ. As in [9, 5.3], there is a unique Coxeter

group structure on Wλ with length function Wλ → N, w 7→ |w|λ = ♯{α ∈
R+

λ ;w(α) ∈ R−
λ }; note that, if w ∈ Wλ and w = σ1σ2 . . . σr is any reduced

expression of w in W , then

|w|λ = card{i ∈ [1, r];σr . . . σi+1σiσi+1 . . . σr ∈Wλ}.

1.5. For n ∈ N∗ we set In = {w · λ ∈ I;λ ∈ sn}. As in [14, 31.2], let Hn

be the associative A-algebra with generators Tw(w ∈ W ), 1λ(λ ∈ sn) and

relations:

1λ1λ′ = δλ,λ′1λ for λ, λ′ ∈ sn;

TwTw′ = Tww′ if w,w′ ∈W and |ww′| = |w|+ |w′|;
Tw1λ = 1w(λ)Tw for w ∈W,λ ∈ sn;

T 2
σ = v2T1 + (v2 − 1)

∑
λ∈sn;σ∈Wλ

Tσ1λ for σ ∈ S;
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T1 =
∑

λ∈sn
1λ.

The algebra Hn is closely related to the algebra introduced by Yokonuma

[23]. (It specializes to it under v =
√
q, n = q − 1 where q is a power of a

prime; this is shown in [15, Sec.35].) Note that T1 is the unit element of Hn.

In [15, 31.2] it is shown that {Tw1λ;w ·λ ∈ In} is an A-basis of Hn. (In [21,

1.7] we write H instead of Hn, but here we shall not do so.)

Now, for σ ∈ S, Tσ is invertible in Hn; indeed, we have

T−1
σ = v−2Tσ + (1− v−2)(

∑

λ∈sn;σ∈Wλ

1λ).

It follows that Tw is invertible in Hn for any w ∈ W . As shown in [14,

31.3], there is a unique ring homomorphism Hn → Hn, h 7→ h̄ such that

Tw = T−1
w−1 for any w ∈ W and f1λ = f̄1λ for any f ∈ A, λ ∈ sn. It is an

involution called the bar involution.

If n, n′ ∈ N∗ and n′/n ∈ Z, then In ⊂ In′ and the A-linear map jn,n′ :

Hn → Hn′ given by Tw1λ 7→ Tw1λ for w · λ ∈ In is an A-algebra imbedding

which does not necessarily preserve the unit element. Let H be the union of

allHn for various n ∈ N∗ according to the imbeddings jn,n′ above. ThenH is

an A-algebra without 1 in general; it has an A-basis {Tw1λ = 1w(λ)Tw;w ·λ ∈
I}. If n ∈ N∗, then Hn is the A-submodule of H with basis {Tw1λ;w · λ ∈
In}; it is an A-subalgebra of H. The algebra Hn has been studied in [15]

and [21, 1.7]. We shall often refer to loc.cit. for properties of H which in

loc.cit. are stated for Hn with n fixed and which imply immediately the

corresponding properties of H.

We show that, if n, n′ ∈ N∗ and n′/n ∈ Z, then jn,n′ : Hn → Hn′ is

compatible with the bar-involution on Hn and Hn′ . It is enough to show

that jn,n′(ξ) = jn,n′(ξ) for ξ = 1λ, λ ∈ sn or ξ = Tσ, σ ∈ S. The case where

ξ = 1λ, λ ∈ sn is immediate. For σ ∈ S we have jn,n′(Tσ) = Tσ
∑

λ∈sn
1λ,

hence

jn,n′(Tσ) = jn,n′(v−2Tσ + (1− v−2)(
∑

λ∈sn;σ∈Wλ

1λ))

= v−2Tσ
∑

λ∈sn

1λ + (1− v−2)(
∑

λ∈sn;σ∈Wλ

1λ)=T
−1
σ

∑

λ∈sn

1λ=jn,n′(Tσ),
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as desired. It follows that there is a unique ring homomorphism H → H,

h 7→ h̄, whose restriction to Hn (for any n ∈ N∗) is the bar involution. This

has square 1 and is again called the bar involution.

The A-linear map H→ H, h 7→ h̃ given by Tw1λ 7→ Tw1λ−1 for w ·λ ∈ I
is an algebra involution. The A-linear map H → H, h 7→ h♭, given by

Tw1λ 7→ 1λTw−1 is an involutive algebra antiautomorphism. (See [15, 32.19].)

1.6. As in [15, 34.4], for any w · λ ∈ I there is a unique element cw·λ ∈ H

such that

cw·λ =
∑

y∈W

py·λ,w·λv
−|y|Ty1λ

where py·λ,w·λ ∈ v−1Z[v−1] if y 6= w, pw·λ,w·λ = 1 and cw·λ = cw·λ. For

λ ∈ s∞, y′, w′ in Wλ let P λ
y′,w′ be the polynomial defined in [5] in terms of

the Coxeter group Wλ; let

pλy′,w′ = v−|w′|λ+|y′|λP λ
y′,w′(v2) ∈ Z[v−1].

Let w · λ ∈ I. From [6, 1.9(i)] we see that wWλ contains a unique element z

such that |z| is minimum; we write z = min(wWλ); we have w = zw′ with

w′ ∈Wλ. We have

(a) cw·λ =
∑

y′∈Wλ

pλy′,w′v−|zy′|Tzy′1λ.

See [21, 1.8(a)]. From (a) we see that

py·λ,zw′·λ = pλy′,w′(v2) if y = zy′, y′ ∈Wλ,

py·λ,zw′·λ = 0 if y /∈ zWλ.

In particular we have py·λ,w·λ ∈ N[v−1]. From [21, 1.8] for w · λ ∈ I we have

c̃w·λ = cw·λ−1 , c♭w·λ = cw−1·w(λ).

1.7. Now H can be regarded as a two-sided ideal in an A-algebra H′ with

1 as follows.
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Let [s∞] be the set of formal A-linear combinations
∑

λ∈s∞
cλ1λ with

cλ ∈ A; this is an A-module in an obvious way. We regard [s∞] as a (com-

mutative) A-algebra with multiplication

(
∑

λ∈s∞

cλ1λ)(
∑

λ∈s∞

c′λ1λ) =
∑

λ∈s∞

cλc
′
λ1λ.

This algebra has a unit element 1 =
∑

λ∈s∞
1λ.

Let H′ be the A-algebra with generators Tw(w ∈ W ) and φ ∈ [s∞] and

relations:

TwTw′ = Tww′ if w,w′ ∈W and |ww′| = |w|+ |w′|;
T 2
σ = v2T1 + (v2 − 1)Tσ(

∑
λ∈s∞;σ∈Wλ

1λ) for σ ∈ S;
Twφ = φ′Tw for φ =

∑
λ∈s∞

cλ1λ, φ
′ =

∑
λ∈s∞

cw−1(λ)1λ in [s∞], w ∈W ;

the map [s∞]→ H′, ξ 7→ ξ respects the algebra structures.

It follows that H′ is a free left [s∞]-module with basis {Tw;w ∈ W} and a

right free [s∞]-module with basis {Tw;w ∈W}. Note that the algebraH′ has

a unit element
∑

λ∈s∞
1λ. Now H can be identified with the two-sided ideal

ofH′ which as anA-submodule is free with basis {Tw1λ = 1w(λ)Tw;w·λ ∈ I}.

1.8. Let W\s∞ be the set of W -orbits on s∞. For any o ∈ W\s∞ we set

Io = {w · λ ∈ I;λ ∈ o}. This is a finite set. We have I = ⊔oIo, H = ⊕oHo

where Ho is the A-submodule of H spanned by {Tw1λ = 1w(λ)Tw;w ·λ ∈ Io}
(thus, Ho is a free A-module of finite rank). If o, o′ are distinct in W\s∞,

then clearly HoHo′ = 0. Thus, each Ho is a subalgebra of H; unlike H, it

has a unit element
∑

λ∈o 1λ. It is stable under h 7→ h̄ and under h 7→ h♭.

Moreover, h 7→ h̃ is an isomorphism of Ho onto Ho−1 . For any w · λ ∈ Io we

have cw·λ ∈ Ho; moreover, {cw·λ;w · λ ∈ Io} is an A-basis of Ho.

1.9. For i, i′ in I we write cici′ =
∑

j∈I hi,i′,jcj (product in H) where hi,i′,j ∈
A. Let j �

left
i (resp. j � i) be the preorder on I generated by the relations

hi′,i,j 6= 0 for some i′ ∈ I, resp. by the relations

hi,i′,j 6= 0 or hi′,i,j 6= 0 for some i′ ∈ I.

We say that i ∼
left

j (resp. i ∼ j) if i �
left

j and j �
left

i (resp. i � j and j � i).
This is an equivalence relation on I; the equivalence classes are called left
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cells (resp. two-sided cells). Note that any two-sided cell is a union of left

cells. Since for o ∈ W\s∞, Ho is closed under left and right multiplication

by elements in H, we see that

hi,i′,j 6= 0, i ∈ Io implies i′, j ∈ Io; hi,i′,j 6= 0, i′ ∈ Io implies i, j ∈ Io.
It follows that j � i, i ∈ Io implies j ∈ Io. In particular, j ∼ i, i ∈ Io implies

j ∈ Io. Thus any two-sided cell is contained in Io for a unique o.

For i = w · λ ∈ I we set

i! = w−1 · w(λ) ∈ I.

Note that i 7→ i! is an involution of I preserving Io for any o.

If c is a two-sided cell and i ∈ I, we write i � c (resp. c � i) if i � i′

(resp. i′ � i) for some i′ ∈ c; we write i ≺ c (resp. c ≺ i) if i � c (resp.

c � i) and i /∈ c. If c, c′ are two-sided cells, we write c � c′ (resp. c ≺ c′) if

i � i′ (resp. i � i′ and i 6∼ i′) for some i ∈ c, i′ ∈ c′.

Let j ∈ I. We can find an integer m ≥ 0 such that hi,i′,j ∈ v−mZ[v] for

all i, i′; let a(j) be the smallest such m. For i, i′, j in I there is a well defined

integer h∗i,i′,j such that

hi,i′,j! = h∗i,i′,jv
−a(j!) + higher powers of v.

Note that

h∗i,i′,j 6= 0, i ∈ Io implies i′, j ∈ Io; h∗i,i′,j 6= 0, i′ ∈ Io implies i, j ∈ Io.
Let D be the set of all w ·λ ∈ I where w is a distinguished involution of the

Coxeter group Wλ, see [8]. We have D = ⊔o(D ∩ o).

By [21, 1.11], the following properties hold:

Q1. If j ∈ D and i, i′ ∈ I satisfy h∗i,i′,j 6= 0 then i′ = i∗.

Q2. If i ∈ I, there exists a unique j ∈ D such that h∗
i!,i,j
6= 0.

Q3. If i′ � i then a(i′) ≥ a(i). Hence if i′ ∼ i then a(i′) = a(i).

Q4. If j ∈ D, i ∈ I and h∗
i!,i,j
6= 0 then h∗

i!,i,j
= 1.

Q5. For any i, j, k in I we have h∗i,j,k = h∗j,k,i.

Q6. Let i, j, k in I be such that h∗i,j,k 6= 0. Then i ∼
left

j!, j ∼
left

k!, k ∼
left

i!.

Q7. If i′ �
left

i and a(i′) = a(i) then i′ ∼
left

i.
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Q8. If i′ � i and a(i′) = a(i) then i′ ∼ i.
Q9. Any left cell Γ of I contains a unique element of j ∈ D. We have

h∗
i!,i,j

= 1 for all i ∈ Γ.

Q10. For any i ∈ I we have i ∼ i!.

Note that h∗i,j,k ∈N for all i, j, k in I, see [21, 1.11].

Let H∞ be the free abelian group with basis {ti; i ∈ I}. We define a

Z-bilinear multiplication A∞ × A∞ → A∞ by

titi′ =
∑

j∈I

h∗i,i′,j!tj .

For any o ∈ W\s∞ let H∞
o be the free abelian subgroup of H∞ with basis

{ti; i ∈ Io}. We have H∞ = ⊕oH
∞
o ; moreover, if o, o′ are distinct in W\s∞,

then H∞
o H∞

o′ = 0. Thus each H∞
o is a subalgebra of H; unlike H∞, H∞

o has

a unit element
∑

i∈D∩o ti. The Z-linear map H∞ → H∞, h 7→ h♭ defined

by t♭i = ti! for all i ∈ I is a ring antiautomorphism preserving each H∞
o . We

define an A-linear map ψ : H→ A⊗H∞ by

ψ(ci) =
∑

i′∈I,j∈D;i′∼j

hi,j,i′ti′ for all i ∈ I.

(This last sum is finite. We have i ∈ Io for some o. If hi,j,i′ 6= 0 then we have

i′ ∈ o, j ∈ o. Thus i′, j run through a finite set.) By [21, 1.9, 1.11(vi)], ψ is

a homomorphism of A-algebras. For any o, ψ restricts to a homomorphism

of A-algebras ψo : Ho → A⊗H∞
o which takes 1 to 1.

We set Hv = Q(v)⊗AH, J = Q ⊗ H∞; for any o we set Hv
o =

Q(v)⊗AHo, Jo = Q⊗AH
∞
o . For any o, ψ induces an algebra isomor-

phism ψv
o : Hv

o
∼→ Q̄l(v) ⊗ Jo; hence ψ induces an algebra isomorphism

ψv : Hv ∼→ Q̄l(v) ⊗ J.

We define a group homomorphism t : H∞ → Z by t(ti) = 1 if i ∈ D,

t(ti) = 0 if i ∈ I −D. As in [21, 1.9(a)], the following can be deduced from

Q1,Q2,Q4.

(a) For i, j ∈ I we have t(titj) = 1 if j = i! and t(titj) = 0 if j 6= i!.
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1.10. For n ∈ N∗ we set H1
n = Q̄l⊗AHn; this is a Q̄l-algebra with 1. It is

the algebra with generators Tw(w ∈W ), 1λ(λ ∈ sn) and relations:

1λ1λ′ = δλ,λ′1λ for λ, λ′ ∈ sn;

TwTw′ = Tww′ for w,w′ ∈W ;

Tw1λ = 1w(λ)Tw for w ∈W,λ ∈ sn;

T1 =
∑

λ∈sn
1λ.

It has a basis {Tw1λ;w · λ ∈ In}. Let H1 = Q̄l⊗AH. This is a Q̄l-algebra

without 1 in general. As a vector space it has basis {Tw1λ, w · λ ∈ I}. It

contains naturallyH1
n as a subalgebra for any n ∈ N∗. For any o ∈W\s∞ we

set H1
o = Q̄l⊗AHo; this is a Q̄l-algebra with 1. It has a basis {Tw1λ;w · λ ∈

Io}. We have H1 = ⊕oH
1
o. Now ψ in 1.9 induces an algebra isomorphism

ψ1 : H1 ∼→ J; for any o, ψo in 1.9 induces an algebra isomorphism ψ1
o :

H1
o

∼→ Jo taking 1 to 1.

1.11. Let n ∈ N∗. Consider the group algebra Q̄l[WTn] where WTn is the

semidirect product of W and Tn with Tn normal and W acting on Tn by

w : t 7→ w(t). Now w(t) 7→∑
λ∈sn

λ(t)Tw1λ defines a Q̄l-linear isomorphism

un : Q̄l[WTn]
∼→ H1

n which is in fact an algebra isomorphism taking 1 to 1.

Now let n, n′ ∈ N∗ be such that n′/n ∈ Z. We define a Q̄l-linear

imbedding hn,n′ : Q̄l[WTn]→ Q̄l[WTn′ ] by

hn,n′(wt) = (n/n′)ρ
∑

t′∈Tn′ ;t′n
′/n=t

wt′.

We show that hn,n′ is compatible with multiplication, that is, for w,w′ in W

and t, t′ in Tn we have

((n/n′)ρ
∑

t̃∈Tn′ ;t̃n
′/n=t

wt̃)((n/n′)ρ
∑

t̃′∈Tn′ ;t̃′n
′/n=t′

w′t̃′)

= (n/n′)ρ
∑

t̃′′∈Tn′ ;t̃′′n
′/n=w′−1(t)t′

ww′ t̃′′,

or equivalently

(
(n/n′)ρ

∑

t̃,t̃′∈Tn′ ;t̃n
′/n=t,t̃′n

′/n=t′

w′−1(t̃)t̃′
∑

t̃′′∈Tn′ ;t̃′′n
′/n=w′−1(t)t′

t̃′′

)
,
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which is easily verified.

Let j1n,n′ : H1
n

∼→ H1
n′ be the specialization of jn,n′ (see 1.5) at v = 1.

We have un′hn,n′ = jn,n′un; equivalently for w ∈W, t ∈ Tn, we have

(n/n′)ρ
∑

t′∈Tn′ ;t′n
′/n=t

∑

λ∈sn′

λ(t′)Tw1λ =
∑

λ∈sn

λ(t)Tw1λ.

(It is enough to show that for any λ ∈ sn′ ,

(n/n′)ρ
∑

t′∈Tn′ ;t′n
′/n=t

λ(t′) = λ(t).

is equal to λ(t) if λ ∈ sn and to 0 if λ /∈ sn. This is immediate: we use

that the kernel of the surjective homomorphism Tn′ → Tn, t
′ 7→ t′n

′/n has

exactly (n′/n)ρ elements.)

We can form the union ∪n∈N∗Q̄l[WTn] over all imbeddings hn,n′ as

above. This union has an algebra structure whose restriction to Q̄l[WTn]

(for any n ∈ N∗) is the algebra structure of Q̄l[WTn]. Moreover, there is a

unique isomorphism of algebras ∪n∈N∗Q̄l[WTn]
∼→ H1 whose restriction to

Q̄l[WTn] (for any n ∈ N∗) is un : Q̄l[WTn]
∼→ H1

n.

1.12. For o ∈ W\s∞, H1
o is a semisimple Q̄l-algebra. Let Irr(H1

o ) be a set

of representatives for the isomorphism classes of simple H1
o-modules.

1.13. We have H∞ = ⊕cH
∞
c , J = ⊕cJc, where c runs over the two-sided

cells in I, H∞
c is the A-submodule of H∞ with basis {ti; i ∈ c} and Jc is

the Q̄l-subspace of J with basis {ti; i ∈ c}. Each H∞
c is an A-subalgebra of

H∞ with unit
∑

i∈Dc

ti where Dc = D∩ c. Each Jc is a Q̄l-subalgebra of J

with the same unit as H∞
c . Moreover if c, c′ are distinct two-sided cells in I

we have JcJc′ = 0. Recall from 1.9 that any two-sided cell in I is contained

in Io for a unique o ∈ W\s∞. It follows that for any o ∈ W\s∞ we have

Jo = ⊕c⊂IoJc. Hence, if E ∈ Irr(H1
o ) then there is a unique two-sided cell

cE such that Jc acts as zero on E∞ for any c ⊂ Io with c 6= cE . Thus E∞

can be viewed as a simple JcE
-module. We define aE ∈ N to be the constant

value of the restriction of a : I → N to cE .

1.14. If c is a two-sided cell of I then its image c̃ under I → I, w ·λ 7→ w ·λ−1

is a two-sided cell of I. (See [21, 1.14]) As noted in 1.9, we have c ⊂ Io for a
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unique o; from the definitions we have c̃ ⊂ Io−1 . Moreover, the value of the

a-function on c̃ is equal to the value of the a-function on c. From Q3,Q10

in 1.9, we see that a(i!) = a(i) for i ∈ I.

1.15. For i, i′ in I we show:

(a) If i ∼
left

i′, then for some u ∈ I, ti′ appears with 6= 0 coefficient in tuti.

(b) If i! ∼
left

i′!, then for some u ∈ I, ti′ appears with 6= 0 coefficient in titu.

(c) If i ∼ i′, then for some u, u′ in I, ti′ appears with nonzero coefficient in

tutit
′
u.

(d) If i ∼ i′, then titjti′ 6= 0 for some j ∈ I.

The proof is along the lines of that of [13, 18.4]. Let J+ =
∑

k∈I Ntk. We

will use repeatedly that J+J+ ⊂ J+.

Let i, i′ be as in (a). Let d, d′ ∈ D be such that h∗
i!,i,d
6= 0 and h∗

i′!,i′,d′
6= 0.

Then i ∼
left

d, i′ ∼
left

d′. Hence d ∼
left

d′. By Q9 in 1.9 we have d = d′ and

h∗
i!,i,d

= 1, h∗
i′!,i′,d

= 1. Hence ti!ti = td + J+, ti′!ti′ = td + J+, tdtd = td; it

follows that ti!titi′!ti′ ∈ tdtd + J+ = td + J+. In particular, titi′! 6= 0. Thus,

h∗
i,i′!,u

6= 0 for some u ∈ I. Using Q5 in 1.9 we deduce that h∗u,i,i′∗ 6= 0 hence

ti′ appears with 6= 0 coefficient in tuti. This proves (a). Now (b) follows

from (a) using the antiautomorphism of H∞ such that tu 7→ tu! for all u ∈ I.
Let i1, i2, i3 in I be such that i1 ∼ i2 ∼ i3. If the conclusion of (c)

holds for (i, i′) = (i1, i2) and for (i, i′) = (i2, i3) then clearly it holds for

(i, i′) = (i1, i3). Applying this repeatedly, we see that it is enough to prove

(c) in the case where i, i′ satisfy either i ∼
left

i′ or i! ∼
left

i′!. In these cases the

desired result follows from (a),(b).

Let i, i′ be as in (d). Then i ∼ i′!. By (c), we have tu′titu ∈ ati′! + J+

for some u, u′ ∈ I and some a ∈ Z>0. Hence tu′tituti′ ∈ ati′!ti′ + J+. Since

ti′!ti′ has some coefficient 1 and the other coefficients are ≥ 0, it follows that

tu′tituti′ 6= 0. Thus, tituti′ 6= 0. This proves (d).

2. The Group G̃

2.1. In this paper (except in 2.2) we fix a group G̃ containing G as a

subgroup, such that G̃/G is cyclic of order m ≤ ∞ with a fixed generator.
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For s ∈ Z let G̃s be the inverse image of the s-th power of this generator

under the obvious map G̃→ G̃/G. For γ ∈ G̃, the map G→ G, g 7→ γgγ−1

is denoted by Ad(γ).

We shall always assume that we are in one of the two cases below (later

referred to as case A and case B).

(A) We have m =∞ and one of the following two equivalent conditions are

satisfied (q denotes a fixed power of p):

(i) for some γ ∈ G̃1, Ad(γ) : G → G is the Frobenius map for an

Fq-rational rational structure on G;

(ii) for any s > 0 and any γ ∈ G̃s, Ad(γ) : G→ G is the Frobenius map

for an Fqs-rational rational structure on G.

(B) m <∞ and G̃ is an algebraic group with identity component G.

We show the equivalence of (i), (ii) in case A. Clearly, if (ii) holds then

(i) holds. Conversely, assume that (i) holds for γ ∈ G̃1. If γ
′ ∈ G̃s with s > 0,

then we have γ′ = g1γ
s where g1 ∈ G. By Lang’s theorem applied to Ad(γs) :

G→ G, which is the Frobenius map for an Fqs-rational structure on G, we

have g1 = g−1
2 Ad(γs)(g2) for some g2 ∈ G hence γ′ = g−1

2 Ad(γs)(g2)γ
s =

g−1
2 γsg2 and Ad(γ′) = Ad(g2)

−1Ad(γs)Ad(g2). Since Ad(g2) : G → G is an

isomorphism of algebraic varieties, it follows that Ad(γ′) : G → G is the

Frobenius map for an Fqs-rational structure on G. Thus (ii) holds.

Let s ∈ Z. In case B, G̃s is naturally an algebraic variety. In case A,

we view G̃s as an algebraic variety using the bijection g 7→ gγ where γ is

fixed in G̃s; this algebraic structure on G̃s is independent of the choice of

γ. For s = 0 this gives the usual structure of algebraic variety of G. For

s ∈ Z, s′ ∈ Z, the multiplication G̃s × G̃s′ → G̃s+s′ is obviously a morphism

of algebraic varieties in case B, but is only a quasi-morphism in the sense of

[20, 0.3] in case A. Similarly, for s ∈ Z, G̃s → G̃−s, γ 7→ γ−1 is a morphism

of algebraic varieties in case B, but is only a quasi-morphism in case A.

Note that in case A with s 6= 0, the conjugation action of G on G̃s

is transitive. (If s > 0, this follows from as above using Lang’s theorem,

while if s < 0 this follows using the bijection G̃s → G̃−s, γ 7→ γ−1, which

commutes with the G-actions.) Moreover in this case for any γ ∈ G̃s, the

stabilizer of γ for this G-action is finite. (This stabilizer is the fixed point
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set of Ad(γ) : G→ G which is a Frobenius map relative to an Fqs-structure

if s > 0 or the inverse of a Frobenius map if s < 0.)

We show:

(a) If γ ∈ G̃s and B ∈ B then Ad(γ)(B) ∈ B, Ad(γ)(UB) = UAd(γ)B and

Ad(γ) : B → B is a bijection.

In case A with s = 0 and in case B, (a) is obvious. In case A with s > 0, (a)

follows from (ii); in case A with s < 0, (a) follows from (ii) applied to γ−1.

2.2. Here are some examples in case A.

(i) Let F : G→ G be the Frobenius map for an Fq-rational structure on G.

Let G̃ = G × Z regarded as a group with multiplication (g, s)(g′, s′) =

(gF s(g′), s + s′). Define a homomorphism G̃ → Z by (g, s) 7→ s. Its

kernel {(g, s) ∈ G̃; s = 0} can be identified with G. Note that G̃ and

G̃ → Z are as in case A; we have (1, 1) ∈ G̃1 and Ad(1, 1) : G → G is

just F : G→ G. Moreover, any G̃ and G̃→ Z as in case A is obtained

by the procedure above.

(ii) In the case where G is adjoint we define G̃s for s ∈ Z<0 to be the set

of Frobenius maps G → G with respect to various split Fqs-rational

structures on G; we define G̃s for s ∈ Z<0 to be the set of maps G→ G

whose inverse is in G̃−s and we set G̃0 = G. Then G̃ = ⊔s∈ZG̃s is as in

case A. (This case has been considered in [20].)

(iii) Let V be a finite dimensional k-vector space. For any s ∈ Z let G̃L(V )s
be the set of all group isomorphisms T : V → V such that T (zx) =

zq
s
T (x) for all z ∈ k, x ∈ V ; in particular we have G̃L(V )0 = GL(V ).

Then G̃L(V ) := ⊔s∈ZG̃L(V )s is a group under composition of maps; it

is of the form G̃ (as in case A) where G = GL(V ).

(iv) Let V be a finite dimensional k-vector space with a nondegenerate

symplectic form (, ) : V × V → k. For any s ∈ Z let S̃p(V )s be the set

of all T ∈ G̃L(V )s such that (T (x), T (x′)) = (x, x′)q
s
for all x, x′ in V ;

in particular we have S̃p(V )0 = Sp(V ). Then S̃p(V ) := ⊔s∈ZS̃p(V )s is

a group under composition of maps; it is of the form G̃ (as in case A)

where G = Sp(V ).
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2.3. In the rest of this paper we fix τ ∈ G̃1 such that τBτ−1 = B, τTτ−1 =

T. and such that for any σ ∈ S, Ad(τ) carries ξσ ∈ Uσ − {1} to ξσ′ ∈
Uσ′ − {1} for some σ′ ∈ S.
Note that such τ exists.

We define a group homomorphism e : G̃ → G̃ by e(γ) = τγτ−1. We

have e(G̃s) = G̃s for all s ∈ Z, e(T) = T, e(B) = B (hence e(U) = U),

e(NT) = NT; thus e induces an automorphism of W denoted again by e

which preserves the Coxeter group structure. If B ∈ B then e(B) ∈ B and

B 7→ e(B), B → B is an automorphism in case B and is the Frobenius map

for an Fq-rational structure on B in case A. We define e : B × B → B × B
by e(B,B′) = (e(B), e(B′)). For w ∈ W we have e(Gw) = Ge(w) and

e(Ow) = Oe(w).

The set {σ̇;σ ∈ S} of NT is stable under e : NT → NT. For w ∈ W
we have (e(w))̇ = e(ẇ). Hence N0T is stable under e : NT→ NT.

Now for n ∈ N∗, e : T → T restricts to an isomorphism e : Tn → Tn

and this induces an isomorphism e : sn → sn by λ 7→ e(λ) where (e(λ))(t) =

λ(e−1(t)) for t ∈ Tn. Let e : s∞ → s∞ be the isomorphism whose restriction

to sn is e : sn → sn as above for any n ∈ N∗.

We shall fix a Frobenius map Ψ : G → G relative to some sufficiently

large finite subfield Fq′ of k such that B,T are Ψ-stable, Ψ acts on t by

t 7→ tq
′

(hence it acts as the identity on W ) and such that Ψe = eΨ : G→ G

and Ψ(ω) = ω for any ω ∈ N0T; in case B we also require that Ψ(τm) = τm.

For any s ∈ Z we define an Fq′-rational structure on G̃s with Frobenius

map Ψ : G̃s → G̃s by the requirement that Ψ(gτ s) = Ψ(g)τ s for any g ∈ G;
in case B, this rational structure depends only on G̃s not on s.

Now for any n ∈ N∗ we have Ψ(Tn) = Tn; hence we can define Ψ :

sn
∼→ sn by (Ψλ)(t) = λ(Ψ−1(t)) for t ∈ Tn, λ ∈ sn. There is a unique

bijection Ψ : s∞ → s∞ whose restriction to sn is as above for any n ∈ N∗.

Now Ψ induces Fq′-rational structures on various varieties that will appear

in the sequel. When we consider Dm() or Mm() for such varieties, we will

refer to these specific Fq′-structures.

2.4. We define a bijection e : I → I by e(w · λ) = e(w) · e(λ). The A-linear
map e : H→ H defined by e(Tw1λ) = Te(w)1e(λ) for w · λ ∈ I is an algebra
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isomorphism commuting with¯: H→ H. It follows that e(ci) = ce(i) for all

i ∈ I and that e : I → I maps any left (resp. two-sided) cell of I onto a left

(resp. two-sided) cell of I. It also maps any W -orbit in s∞ onto a W -orbit

in s∞.

Let o ∈ s∞ and s ∈ Z be such that es(o) = o. The A-linear map

es : H→ H restricts to an A-algebra isomorphism es : Ho → Ho; this gives

rise by extension of scalars to a Q̄l-algebra isomorphism es : H1
o → H1

o and

to a Q̄l(v)-algebra isomorphism e : Hv
o → Hv

o; moreover the Q̄l-linear map

es : Jo → Jo given by ti 7→ tes(i) for i ∈ Io is an algebra isomorphism and

ψv
o : Hv

o
∼→ Q̄l(v)⊗ Jo, ψ

1
o : H1

o
∼→ Jo are compatible with the action of es.

Let Irrs(H
1
o) be the set of all E ∈ Irr(H1

o) with the following property:

there exists a linear isomorphism es : E → E such that for any w · λ ∈ Io
and any e ∈ E we have

es((Tw1λ)(e))) = (Tes(w)1es(λ))(es(e)).

(Such es is clearly unique up to a nonzero scalar, if it exists.) We assume

that for any E ∈ Irrs(H
1
o), an es as above has been chosen; we can assume

that es has finite order (since es : Io → Io has finite order); moreover, when

s = 0 we have Irrs(H
1
o) = Irr(H1

o) and for any E in this set we can take

es = 1. If E ∈ Irr(H1
o ) we can view E as a simple Jo-module via ψ1

o ; we

denote this Jo-module by E∞. Moreover we can view Q̄l(v)⊗E∞ as a simple

Hv
o-module via ψv

o ; we denote this H
v
o-module by Ev. If in addition we have

E ∈ Irrs(H
1
o ), then es can be viewed as a Q̄l-linear isomorphism E∞ → E∞

(denoted again by es) and as a Q̄l(v)-linear isomorphism Ev → Ev (denoted

again by es).

Note that for any ξ ∈ Jo, e ∈ E∞ we have es(ξ(e)) = es(ξ)(es(e)); for

any ξ′ ∈ Ho, e
′ ∈ Ev we have es(ξ

′(e′)) = es(ξ′)(es(e
′)).

2.5. For s ∈ Z let

Is = {w · λ ∈ I;w(λ) = e−s(λ)}.

For any two-sided cell c of I we set

cs = Is ∩ c.
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We show:

(a) If es(c) = c and i ∈ c, j ∈ I satisfy ti!tjtes(i) 6= 0, then j ∈ cs.

(b) If es(c) = c, then cs 6= ∅.

We prove (a). Let i = w · λ, j = z · λ′. From our assumption we have

tz·λ′tes(w)·es(λ) 6= 0 (which implies λ′ = es(w(λ))) and tw−1·w(λ)tz·λ′ 6= 0

(which implies w(λ) = z(λ′)). We deduce that z(λ′) = e−s(λ′) so that

j ∈ Is. Since ti!tj 6= 0 and i! ∈ c we must have j ∈ c. Thus we have

j ∈ Is ∩ c and (a) is proved.

We prove (b). Let i ∈ c. By assumption we have es(i) ∈ c; by Q10 in

1.9 we have i! ∈ c. Using 1.15(d) with i, i′ replaced by i!, es(i) we see that

for some j = z · λ′ ∈ I we have ti!tjtes(i) 6= 0. Using (a) we deduce that

j ∈ cs and (b) is proved.

3. Sheaves on B̃2

3.1. Let B̃ = G/U. We have B̃2 = ⊔w∈W Õw where

Õw = {(xU, yU) ∈ B̃2;x−1y ∈ Gw}.

The closure of Õw in B̃2 is ¯̃Ow = ∪y∈W ;y≤wÕy. For w ∈W and ω ∈ κ−1
0 (w)

we define Gw → T by g 7→ gω where g ∈ UωgωU, gω ∈ T. We define

jω : Õw → T by jω(xU, yU) = (x−1y)ω. For λ ∈ s∞ we set Lω
λ = (jω)∗Lλ, a

local system on Õw. Let L
ω♯
λ be its extension to an intersection cohomology

complex on ¯̃Ow viewed as a complex on B̃2, equal to 0 on B̃2 − ¯̃Ow. We

shall view Lω
λ as a constructible sheaf on B̃2 which is 0 on B̃2 − Õw. Let

Lω
λ = Lω♯

λ 〈|w|+ ν + 2ρ〉, a simple perverse sheaf on B̃2.
(a) In the remainder of this section we fix a two-sided cell c of I and

we set a = a(i) for some/any i ∈ c. We define o ∈ W\s∞ by c ⊂ Io. We

denote by n the smallest integer in N∗ such that o ⊂ sn. We shall assume

that Ψ in 2.3 acts as 1 on the finite subset {t ∈ T; tn ∈ T ∩N0T} of T.

In particular, Ψ(t) = t for any t ∈ Tn (hence Ψ(λ) = λ for any λ ∈ sn).

Now, if w ∈ W,ω ∈ κ−1
0 (w), λ ∈ sn, then Lω

λ |Õw
, Lω♯

λ and Lω
λ can be

regarded naturally as objects in the mixed derived category of pure weight

zero. Moreover, Lω
λ |Õw

(resp. Lω♯
λ , Lω

λ) is (noncanonically) isomorphic to
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Lẇ
λ |Õw

(resp. Lẇ♯
λ , Lẇ

λ ) in the mixed derived category. (It is enough to show

that if t, t′ ∈ T, tn = t′ = ẇω−1 and ht′ : T→ T is translation by t′, then t

defines an isomorphism h∗t′Lλ → Lλ; see [21, 1.15])

We define h̃ : B̃2 → B̃2 by (xU, yU) 7→ (yU, xU).

We define an action of G×T2 on B̃2 (resp. on T) by

(g, t1, t2) : (xU, yU) 7→ (gxtn1U, gyt
n
2U)

(resp. by (g, t1, t2) : t 7→ w−1(t1)
−nttn2 ). For any w ∈ W , the G × T2-

action leaves stable Õw and its restriction to Õw is transitive; moreover, jω

is compatible with actions of G×T2 on Õw and T.

If λ ∈ sn then Lλ is a G×T2-equivariant local system on T hence Lλ
w is

a G×T2-equivariant local system on Õw. By [21, 2.1], the following holds.

(c) For fixed w ∈ W,ω ∈ κ−1
0 (w), the local systems Lω

λ with λ ∈ sn form a

set of representatives for the isomorphism classes of irreducible G×T2-

equivariant local systems on Õw.

3.2. We define p01 : B̃3 → B̃2, p12 : B̃3 → B̃2, p02 : B̃3 → B̃2 by

p01(xU, yU, zU) = (xU, yU), p12(xU, yU, zU) = (yU, zU),

p02(xU, yU, zU) = (xU, zU).

For any L ∈ D(B̃2), L′ ∈ D(B̃2), we set

L ◦ L′ = p02!(p
∗
01L⊗ p∗12L′) ∈ D(B̃2).

This defines a monoidal structure on D(B̃2). Thus, if iL ∈ D(B̃) for i =

1, . . . , k, then 1L ◦ 2L ◦ . . . ◦ kL ∈ D(B̃) is well defined. Note that, if L ∈
Dm(B̃2), L′ ∈ Dm(B̃2) then L ◦ L′ is naturally in Dm(B̃2).

3.3. Now assume that w,w′ ∈ W , ω ∈ κ−1
0 (w), ω′ ∈ κ−1

0 (w′), λ, λ′ ∈ s∞.

From [21, 2.3] we see that:

(a) if w′(λ′) 6= λ, then Lω
λ ◦ Lω′

λ′ = 0.

3.4. Now assume that w,w′ ∈ W , ω ∈ κ−1
0 (w), ω′ ∈ κ−1

0 (w′), λ, λ′ ∈
s∞. Let Ξ be the set of all (xU, yU, zU) ∈ B̃3 such that x−1y ∈ UωtU,
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y−1z ∈ Uω′t′U for some t, t′ in T (which are in fact uniquely determined).

Define c : Ξ → T × T by c(xU, yU, zU) = (t, t′) where x−1y ∈ UωtU,

y−1z ∈ Uω′t′U. Define p′02 : Ξ → B̃2 by (xU, yU, zU) 7→ (xU, zU). From

the definitions we see that

(a) Lω
λ ◦ Lω′

λ′ = p′02!(c
∗(Lλ ⊠ Lλ′)).

We show:

(b) If w′(λ′) = λ and |ww′| = |w|+ |w′|, then we have canonically Lω
λ ◦Lω′

λ′ =

Lωω′

λ′ ⊗ L, with L as in 0.2.

Let Y = {(xU, zU, t, t′) ∈ B̃ × B̃ ×T ×T;x−1z ∈ UωtUω′t′U}. We define

Ξ → Y by (xU, yU, zU) 7→ (xU, zU, t, t′) where t, t′ in T are given by

x−1y ∈ UωtU, y−1z ∈ Uω′t′U. This is an isomorphism since |ww′| =
|w|+|w′|. We identify Ξ = Y through this isomorphism. Then c : Ξ→ T×T
becomes c : Y → T×T, (xU, zU, t, t′) 7→ (t, t′). We define h : T ×T→ T

by h(t, t′) = w′−1(t)t′. We have

Y = {(xU, zU, t, t′) ∈ B̃ × B̃ ×T×T;x−1z ∈ Uωω′h(t, t′)U}.

Define j : Y → Õww′ by (xU, zU, t, t′) 7→ (xU, zU). Let j′ = jωω
′

: Õww′ →
T. Using (a) and the cartesian diagram

Y
Φ−−−−→ T×T

j

y h

y

Õww′

j′−−−−→ T

we see that

Lω
λ ◦ Lω′

λ′ = j!c
∗(Lλ ⊠ Lλ′) = j′∗h!(Lλ ⊠ Lλ′).

Since Lωω′

λ′ ⊗L = j′∗(Lλ′ ⊗L), we see that to prove (b) it is enough to show

that h!(Lλ ⊠ Lλ′) = Lλ′ ⊗ L (assuming that w′(λ′) = λ). This is proved as

in the last paragraph of [21, 2.4].

3.5. Let σ ∈ S and let ω ∈ κ−1
0 (σ), λ′ ∈ s∞. Define δω : Uσ − {1} → T by

ξ 7→ t−1
ξ where tξ ∈ T is given by ω−1ξ−1ω ∈ Uω−1tξU; let E = δ∗ωL

∗
λ′ . Let

δ′ : Uσ − {1} → p be the obvious map. From the definitions we see that:
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(a) δ′!E = 0 if σ /∈Wλ′ ; δ′!E ≎ {Q̄l 〈−2〉 , Q̄l[−1]} if σ ∈Wλ′.

Consider the diagram T
k̃← T× (Uσ − {1}) h̃→ T where k̃ : (t, ξ) 7→ t−1

ξ and

h̃ : (t, ξ) 7→ tt−1
ξ . We show:

(b) Let λ′ ∈ s∞. If σ /∈ Wλ′ , then h̃!k̃
∗Lλ′ = 0. If σ ∈ Wλ′ then h̃!k̃

∗L∗
λ′ ≎

{Q̄l 〈−2〉 , Q̄l[−1]}.

We have k̃∗L∗
λ′ = Q̄l ⊠ E . Now h̃ = h̃′y where y : T × (Uσ − {1}) →

T× (Uσ−{1}) is (t, ξ) 7→ (tt−1
ξ , ξ) and h̃′ : T× (Uσ−{1})→ T is (t, ξ) 7→ t.

Clearly, y!(Q̄l ⊠ E) = Q̄l ⊠ E . It remains to note that h̃!(Q̄l ⊠ E) is 0 if

σ /∈Wλ′ and is ≎ {Q̄l 〈−2〉 , Q̄l[−1]} if σ ∈Wλ. (This follows from (a).)

We show:

(c) Assume that λ ∈ s∞ satisfies σ ∈ Wλ and that ω ∈ {σ̇, σ̇−1}. Then we

have canonically Lω
λ = Lω−1

λ .

Define ζ : T → T by t 7→ ω2t. It is enough to show that ζ∗Lλ = Lλ

canonically. For t ∈ T we have (ζ∗Lλ)t = (Lλ)ω2t = (Lλ)α̌σ(−1) ⊗ (Lλ)t.

Hence it is enough to show that we have canonically (Lλ)α̌σ(−1) = Q̄l. It is

also enough to show that α̌∗
σLλ = Q̄l. This follows from ασ ∈ Rλ.

3.6. Now assume that w = w′ = σ ∈ S, ω ∈ κ−1
0 (σ), λ, λ′ ∈ s∞ are such

that σ(λ′) = λ. In this subsection we show:

(a) If σ /∈Wλ, then L
ω
λ ◦ Lω−1

λ′ = L1
λ′ 〈−2〉 ⊗ L.

(b) If σ ∈Wλ, then

Lω
λ ◦ Lω−1

λ′ ≎ {L1
λ′ 〈−2〉 ⊗ L, Lω

λ′ 〈−2〉 ⊗ L, Lω
λ′ [−1]⊗ L}.

(Note that the conditions σ ∈ Wλ and σ ∈ Wλ′ are equivalent.) With the

notation of 3.4, we have

Ξ={(xU, yU, zU)∈B̃3;x−1y∈UωtU, y−1z∈Uω−1t′U for some t, t′ in T}.

If (xU, yU, zU) ∈ Ξ then x−1z ∈ UωUω−1w′−1(t)t′U; in particular we have

x−1z ∈ B ∪BωB. Thus, Ξ can be partitioned as B̃I ∪ B̃II where

B̃I = {(xU, yU, zU) ∈ Ξ;x−1z ∈ B}
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is a closed subset and

B̃II = {(xU, yU, zU) ∈ Ξ;x−1z ∈ BωB}

is an open subset. The map p′02 : Ξ→ B̃2 (see 3.4) restricts to maps

pI02 : B̃I → Õ1, p
II
02 : B̃II → Õσ;

using 3.4(a) we deduce

Lω
λ ◦ Lω−1

λ′ ≎ {pI02!(c∗(Lλ ⊠ Lλ′)), pII02!(c
∗(Lλ ⊠ Lλ′))}.

We show:

(c) pI02!(c
∗(Lλ ⊠ Lλ′)) = L1

λ′ ⊗ L 〈−2〉 .

We have

B̃I = {(xU, yU, zU) ∈ B̃3;x−1y ∈ UωtU, y−1z ∈ Uω−1t′U

for some t, t′ in T, x−1z ∈ B},

or equivalently

B̃I={(xU, yU, zU)∈B̃3;x−1y∈UωtU, x−1z∈Uσ(t)t′U for some t, t′ in T}.

Let Y = {(xU, zU, t, t′) ∈ B̃ × B̃ × T × T;x−1z ∈ Uσ(t)t′U}. We define

d : B̃I → Y by (xU, yU, zU) 7→ (xU, zU, t, t′) where t, t′ in T are as in the

last formula for B̃I . The fibre of d at (xU, zU, t, t′) ∈ Y can be identified

with {yU; y ∈ xUωtU}, an affine line. Thus, d is an affine line bundle. We

have a cartesian diagram

Y
cI−−−−→ T×T

jI
y h

y

Õ1
j̃I−−−−→ T

where cI : Y → T×T is (xU, zU, t, t′) 7→ (t, t′), jI : Y → Õ1 is (xU, zU, t, t
′)

7→ (xU, zU), j̃I = j1 : Õ1 → T, h : T×T→ T is (t, t′) 7→ σ(t)t′. As in 3.4
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we have h!(Lλ ⊠ Lλ′) = Lλ′ ⊗ L (since σ(λ′) = λ). It follows that

(jI)!(cI)∗(Lλ ⊠ Lλ′) = (j̃I)∗h!(Lλ ⊠ Lλ′) = (j̃I)∗Lλ′ ⊗ L.

Hence

pI02!(c
∗(Lλ ⊠ Lλ′)) = (jI)!d!d

∗(cI)∗(Lλ ⊠ Lλ′) = (jI)!(cI)∗(Lλ ⊠ Lλ′) 〈−2〉
= (j̃I)∗Lλ′ ⊗ L 〈−2〉 = L1

λ′ ⊗ L 〈−2〉 .

This proves (c). Next we show that

(d) pII02!(c
∗(Lλ ⊠ Lλ′)) is 0 if σ /∈Wλ′ and is ≎ {Lω

λ′ 〈−2〉 , Lω
λ′ [−1]} if σ∈Wλ′ .

We have

B̃II = {(xU, yU, zU) ∈ B̃3;x−1y ∈ UωtU, y−1z ∈ Uω−1t′U

for some t, t′ in T, x−1z ∈ Uωt1U for some t1 ∈ T}.

Let (xU, zU) ∈ Õσ. We can write uniquely z = xξ0ωt1u1 where ξ0 ∈ Uσ,

t1 ∈ T, u1 ∈ U. The fibre Φ of pII02 at (xU, zU) can be identified with

{yU ∈ G/UU ;x−1y ∈ UωtU, y−1z ∈ Uω−1t′U}
= {yU ∈ G/UU ;x−1y ∈ UωtU, y−1xξ0ωt1u1 ∈ Uω−1t′U}.

Setting x−1y = ξωtu′ where ξ ∈ Uσ , we can identify

Φ = {(t, t′, ξ) ∈ T×T×Uσ;u
′−1t−1ω−1ξ−1ξ0ωt1 ∈ Uω−1t′U}

= {(t, t′, ξ) ∈ T×T×Uσ;ω
−1ξ−1ξ0ω ∈ Uω−1σ(t)t′t−1

1 U}
= {(t, t′, ξ) ∈ T×T× (Uσ − {ξ0}); tξ−1ξ0 = σ(t)t′t−1

1 }

where for ξ1 ∈ Us − {1} we define tξ1 ∈ T by ω−1ξ−1
1 ω ∈ Uω−1tξ1U. Let

Y ′ = {(xU, zU, t, t′, ξ1) ∈ B̃×B̃×T×T×(Uσ−{1});
x−1z∈Uσωσ(t)t

′t−1
ξ1

U},
Y ′
1 = {(xU, zU, t′1, ξ1)∈B̃×B̃×T×(Uσ−{1});x−1z ∈ Uσωt

′
1t

−1
ξ1

U}.

We see that B̃II may be identified with Y ′. (The identification is via

(xU, zU, t, t′, ξ1) 7→ (xU, xξ0ξ
−1
1 ωtU, zU)
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where ξ0 ∈ Uσ is given by x−1z ∈ ξ0ωTU.) Under this identification, pII02
becomes the composition fjII where jII : Y ′ → Y ′

1 is

(xU, zU, t, t′, ξ1) 7→ (xU, zU, s(t)t′, ξ1)

and f : Y ′
1 → Õσ is

(xU, zU, t′1, ξ1) 7→ (xU, zU);

moreover, the local system c∗(Lλ ⊠ Lλ′) on B̃II becomes the local system

(cII)∗(Lλ ⊠Lλ′) on Y ′ where cII : Y ′ → T×T is (xU, zU, t, t′, ξ1) 7→ (t, t′).

We have a diagram with cartesian squares

Y ′ cII−−−−→ T×T

jII
y h

y

T× (Uσ − {1})
j̃′←−−−− Y ′

1
j̃II−−−−→ T

h̃

y f

y

T
j′←−−−− Õs

where j̃II : Y ′
1 → T is (xU, zU, t′1, ξ1) 7→ t′1, j

′ : Õσ → T is jω, j̃′ : Y ′
1 →

T×(Uσ−{1}) is (xU, zU, t′1, ξ1) 7→ (t′1, ξ1), h : T×T→ T is (t, t′) 7→ σ(t)t′

and h̃′ is as in 3.5.

Let L′ = (j̃II)∗Lλ′ (a local system on Y ′
1). Let L

′′ = j′∗Lλ′ = Lω
λ′ (a local

system on Õσ). Define f̃ : Y ′
1 → T by (xU, zU, t′1, ξ1) 7→ t−1

ξ1
. Let L̃ = f̃∗Lλ′

(a local system on Y ′
1). The stalk of L′ at (xU, zU, t′1, ξ1) ∈ Y ′

1 is (Lλ′)t′
1
.

The stalk of f∗L′′ at (xU, zU, t′1, ξ1) ∈ Y ′
1 is (Lλ′)t′

1
t−1

ξ1

= (Lλ′)t′
1
⊗ (Lλ′)t−1

ξ1

.

Thus we have L′ = f∗L′′ ⊗ L̃∗.

As in 3.4 we have h!(Lλ ⊠ Lλ′) = Lλ′ ⊗ L (since σ(λ′) = λ). Using the

cartesian diagrams above, we see that

pII02!(c
∗(Lλ ⊠ Lλ′)) = f!j

II
! (cII)∗(Lλ ⊠ Lλ′) = f!j

II
! (cII)∗(Lλ ⊠ Lλ′)

= f!(j̃
II)∗h!(Lλ ⊠ Lλ′) = f!(j̃

II)∗(Lλ′ ⊗ L)

= f!(L
′)⊗ L = f!(f

∗L′′ ⊗ L̃∗)⊗ L = L′′ ⊗ f!(L̃∗)⊗ L

= L′′ ⊗ f!j̃′∗k̃∗(L∗
λ′) = L′′ ⊗ f!j̃′∗k̃∗(L∗

λ′)

= L′′ ⊗ j′∗h̃!k̃∗(L∗
λ′) = L′′ ⊗ j′∗h̃!k̃∗(L∗

λ′).
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Here k̃ is as in 3.5. Using 3.5(b) we see that this is 0 if σ /∈ Wλ′ and is

≎ {L′′ 〈−2〉 , L′′[−1]} if σ ∈ Wλ′ . This proves (d). Now (a),(b) follow from

(c),(d).

3.7. Now assume that w ∈W , σ ∈ S, ω ∈ {σ̇, σ̇−1}, ω′ ∈ κ−1
0 (w), λ, λ′ ∈ s∞

are such that w(λ′) = λ, |σw| < |w|. We show:

(a) If σ /∈Wλ, then L
ω
λ ◦ Lω′

λ′ ⊗ L = Lωω′

λ′ 〈−2〉 ⊗ L⊗ L.

(b) If σ ∈Wλ, then

Lω
λ ◦ Lω′

λ′ ⊗ L ≎ {Lωω′

λ′ 〈−2〉 ⊗ L⊗ L, Lω′

λ′ 〈−2〉 ⊗ L⊗ L, Lω′

λ′ [−1]⊗ L⊗ L}.

Using 3.4(b), we have Lω′

λ′ ⊗ L = Lω−1

(σw)(λ′) ◦ Lωω′

λ′ . Hence Lω
λ ◦ Lω′

λ′ ⊗ L =

Lω
λ ◦ Lω−1

(σw)(λ′) ◦ Lωω′

λ′ . We now apply 3.6(a),(b) to describe Lω
λ ◦ Lω−1

(σw)(λ′). If

σ /∈Wλ, we obtain

Lω
λ ◦ Lω′

λ′ ⊗ L = L1
(σw)(λ′) ◦ Lωω′

λ′ 〈−2〉 ⊗ L.

By 3.4(b) this equals Lωω′

λ′ 〈−2〉 ⊗ l⊗2, proving (a). If σ ∈Wλ, we obtain

Lω
λ ◦ Lω′

λ′ ⊗ L ≎ {L1
(σw)λ′ ◦ Lωω′

λ′ 〈−2〉 ⊗ L,

Lω−1

(σw)λ′ ◦ Lωω′

λ′ 〈−2〉 ⊗ L, Lω−1

(σw)λ′ ◦ Lωω′

λ′ [−1]⊗ L}.

(We have used that Lω
(σw)λ′ = Lω−1

(σw)λ′ , see 3.5(c).) We now substitute

L1
(σw)λ′ ◦ Lωω′

λ′ = Lωω′

λ′ ⊗ L, Lω−1

(σw)λ′ ◦ Lωω′

λ′ = Lω′

λ′ ⊗ L,

see 3.4(b); we obtain

Lω
λ ◦ Lω′

λ′ ⊗ L ≎ {Lωω′

λ′ 〈−2〉 ⊗ L⊗ L, Lω′

λ′ 〈−2〉 ⊗ L⊗ L, Lω′

λ′ [−1]⊗ L⊗ L}.

This proves (b).

3.8. Let D♠B̃2 be the subcategory of D(B̃2) consisting of objects which are

restrictions of objects in the G×T2-equivariant derived category. LetM♠B̃2
be the subcategory of D♠B̃2 consisting of objects which are perverse sheaves.

Let M�B̃2 (resp. M≺B̃2) be the subcategory of M♠B̃2 whose objects are

perverse sheaves L such that any composition factor of L is of the form Lẇ
λ for

some w ·λ � c (resp. w ·λ ≺ c). Let D�B̃2 (resp. D≺B̃2) be the subcategory
of D♠B̃2 whose objects are complexes L such that Lj is in M�B̃2 (resp.
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M≺B̃2) for any j. We write Dm() or Mm() for the mixed version of any

of the categories above. Let C♠B̃2 be the subcategory of M♠B̃2 consisting

of semisimple objects. Let C♠0 B̃2 be the subcategory of M♠
mB̃2 consisting

of objects of pure of weight zero. Let CcB̃2 be the subcategory of M♠B̃2
consisting of objects which are direct sums of objects of the form Lẇ

λ with

w ·λ ∈ c. Let Cc0 B̃2 be the subcategory of C♠0 B̃2 consisting of those L ∈ C♠0 B̃2
such that, as an object of C♠B̃2, L belongs to CcB̃2. For L ∈ C♠0 B̃2 let L be

the largest subobject of L such that as an object of C♠B̃2, we have L ∈ CcB̃2.

3.9. Let r ≥ 1. Let w = (w1, . . . , wr) ∈ W r, ωωω = (ω1, ω2, . . . , ωr) be such

that ωi ∈ κ−1
0 (wi) for i = 1, . . . , r and λλλ = (λ1, λ2, . . . , λr) ∈ srn. We set

|w| = |w1|+ |w2|+ · · ·+ |wr|.

For J ⊂ [1, r], let

ÕJ
w = {(x0U, x1U, . . . , xrU) ∈ B̃r+1;

x−1
i−1xiU ∈ Ḡwi∀i ∈ J, x−1

i−1xi ∈ Gwi∀i ∈ [1, r]− J}.

Define c : Õ∅
w → Tr by

c(x0U, x1U, . . . , xrU) = ((x−1
0 x1)ω1

, (x−1
1 x2)ω2

, . . . , (x−1
r−1xr)ωr).

LetMωωω
λλλ ∈ Dm(B̃r+1) be the local system c∗(Lλ1

⊠ . . .⊠Lλr) on Õ∅
w extended

by 0 on B̃r+1 − Õ∅
w. For J ⊂ [1, r] we set

Mωωω,J
λλλ = p∗01

1L⊗ p∗122L⊗ . . . ⊗ p∗r−1,r
rL ∈ Dm(B̃r+1),

Lωωω,J
λλλ = p0r!M

ωωω,J
λλλ 〈|w|〉 = 1L ◦ 2L ◦ . . . ◦ rL 〈|w|〉 ∈ Dm(B̃2),

where iL is Lωi♯
λi

for i ∈ J and Lωi
λi

for i /∈ J . Note that Mωωω,∅
λλλ = Mωωω

λλλ .

Moreover, from [21, 2.15] we have:

(a) Mωωω,J
λλλ is the intersection cohomology complex of ÕJ

w with coefficients in

Mωωω
λλλ .

Consider the free Tr−1-action on B̃r+1 given by

(τ1, τ2, . . . , τr−1) : (x0U, x1U, . . . , xr−1U, xrU) 7→
(x0U, x1τ1U, . . . , xr−1τr−1U, xrU).
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Note that ÕJ
w is stable under this Tr−1-action. We also have a free Tr−1-

action on Tr given by

(τ1, τ2, . . . , τr−1) : (t1, t2, . . . , tr) 7→
(t1τ1, w

−1
2 (τ−1

1 )t2τ2, w
−1
3 (τ−1

2 )t3τ3, . . . , w
−1
r−1(τ

−1
r−2)tr−1τr−1, w

−1
r (τ−1

r−1)tr).

Let ′B̃r+1 = Tr−1\B̃r+1. Let ′ÕJ
w = Tr−1\ÕJ

w (a locally closed subvariety

of ′B̃r+1). Let ′Tr = Tr−1\Tr. Note that ′Õ∅
w = Tr−1\Õ∅

w is an open dense

smooth irreducible subvariety of ′ÕJ
w. Now c : Õ∅

w → Tr is compatible with

the Tr−1-actions on Õ∅
w,T

r hence it induces a map ′c : ′Õ∅
w → ′Tr. The

homomorphism c′ : Tr → T given by

(t1, t2, . . . , tr) 7→ t1w2(t2)w2w3(t3) . . . w2w3 . . . wr(tr)

is constant on each orbit of the Tr−1-action on Tr hence it induces a mor-

phism ′Tr → T whose composition with ′c is denoted by c̄ : ′Õ∅
w → T. Let

′Mωωω,∅
λλλ be the local system c̄∗Lλ1

on ′Õ∅
w extended by 0 on ′B̃r+1− ′Õ∅

w. Let
′Mωωω,J

λλλ ∈ Dm(′B̃r+1) be the intersection cohomology complex of ′ÕJ
w with

coefficients in ′Mωωω,∅
λλλ extended by 0 on ′B̃r+1 − ′ÕJ

w. Let p̄0r :
′ÕJ

w → B̃2 be

the map induced by p0r : ÕJ
w → B̃2. We define ′Lωωω,J

λλλ ∈ D♠
mB̃2 as follows:

if λk = wk+1(λk+1) for k = 1, 2, . . . , r−1, we set ′Lωωω,J
λλλ = p̄0r!

′Mωωω,J
λλλ 〈|w|〉;

otherwise, we set ′Lωωω,J
λλλ = 0.

3.10. For L,L′ ∈ Cc0 B̃2 we set

L◦L′ = (L ◦ L′){a−ν} ∈ Cc0 B̃2.

(For the notation {i} see 0.2.) By [21, 2.24], L,L′ 7→ L◦L′ defines a monoidal

structure on Cc0 B̃2. Hence if L, 2L, . . . , rL are in Cc0 B̃2 then 1L◦2L◦ . . . ◦rL ∈
Cc0 B̃2 is well defined.

3.11. Let w · λ ∈ In and let ω ∈ κ−1(w), s ∈ Z. We show that we have

canonically:

(a) (es)∗Lω
λ = L

e
−s(ω)

e−s(λ)
, (es)∗Lω

λ = L
e
−s(ω)

e−s(λ)
.

It is enough to prove the first of these equalities. Let ξ = (xU, yU) ∈ B̃2.
We have x−1y ∈ Ue−s(ω)tU with t ∈ T hence es(x)−1es(y) ∈ Uωes(t)U.
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The stalk of (es)∗Lω
λ at ξ is equal to the stalk of Lλ at es(t) hence to the

stalk of (es)∗Lλ at t. The stalk of L
e−s(ω)
e−s(λ)

at ξ is equal to the stalk of Le−s(λ)

at t. It remains to show that (es)∗Lλ = Le−s(λ). This follows from the

definitions.

4. Sheaves on Zs

4.1. In this section we fix s ∈ Z.

Now T acts on B̃2 by t : (xU, yU) 7→ (xtU, yes(t)U). Let T\sB̃2 be the set

of orbits. Let

Zs = {(B,B′, γUB);B ∈ B, B′ ∈ B, γUB ∈ G̃s/UB ; γBγ
−1 = B′}.

We define ǫs : B̃2 → Zs by ǫs : (xU, yU) 7→ (xBx−1, yBy−1, yτ sUx−1).

Clearly, ǫs induces a map T\sB̃2 → Zs. We show:

(a) ǫs induces an isomorphism T\sB̃2 → Zs.

We show only that our map is bijective. Let (B,B′, γ) ∈ B × B × G̃s

be such that γBγ−1 = B′. We can find x ∈ G such that B = xBx−1.

We set y = γxτ−s ∈ G. Then ǫs carries the T-orbit of (xU, yU) to

(B, γBγ−1, γxUx−1) = (B,B′, γUB); thus our map is surjective. Now as-

sume that x, x′, y, y′ in G are such that

(xBx−1, yBy−1, yτ sUx−1) = (x′Bx′−1, y′By′−1, y′τ sUx′−1).

To complete the proof of (a) it is enough to show that x′ = xtu, y′ = yes(t)u′

for some u, u′ in U and some t ∈ T. Since x−1x′ ∈ B we have x′ = xtu for

some u ∈ U and some t ∈ T. We have y′τ sUu−1t−1x−1 = yτ sUx−1 hence

y′ = yes(t)u′ for some u′ ∈ U. This completes the proof of (a).

For w ∈ W let Zw
s = {(B,B′, γUB) ∈ Zs; (B,B

′) ∈ Ow}. The closure

of Zw
s in Zs is Z̄w

s = {(B,B′, gUB); (B,B
′) ∈ Ōw, g ∈ G, gBg−1 = B′}. We

have ǫ−1
s (Zw

s ) = Õw, ǫ
−1
s (Z̄w

s ) =
¯̃Ow.

Let ω ∈ κ−1
0 (w) and let λ ∈ s∞ be such that w · λ ∈ Is. We have a

diagram T
jω→ B̃2w

ǫws→ Zw
s where ǫws is the restriction of ǫs and j

ω is as in 3.1.

The T-action on B̃2 described above is compatible under jω with the T-

action on T given by t : t′ 7→ w−1(t−1)t′es(t). From [14, 28.2] we see that Lλ
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is equivariant for the T-action on T given by t : t′ 7→ w−1(e−s(t1))t
′t−1
1 . (We

use that w·λ ∈ Is.) Using the change of variable t1 = es(t)−1, we deduce that

Lλ is also equivariant for the T-action on T given by t : t′ 7→ w−1(t−1)t′es(t).

It follows that (jω)∗Lλ is T-equivariant, so that there is a well defined local

system Lωλ,s of rank 1 on Zw
s such that (ǫws )

∗Lωλ,s = (jω)∗Lλ = Lω
λ . Let Lω♯λ,s

be its extension to an intersection cohomology complex of Z̄w
s , viewed as a

complex on Zs, equal to 0 on Zs− Z̄w
s . We shall view Lωλ,s as a constructible

sheaf on Zs which is 0 on Zs − Zw
s . Let

Lω
λ,s = Lω♯λ,s 〈|w|+ ν + ρ〉 ,

a simple perverse sheaf on Zs.

In the remainder of this subsection we assume that s 6= 0 and that we

are in case A.

Let w ∈ W and let Xw
s = {B ∈ B; (B, es(B)) ∈ Ow}. When s > 0, Xw

s

coincides with the variety Xw defined in [3] in terms of the Frobenius map

es : G → G; when s < 0, Xw
s can be identified with the variety Xe−s(w−1)

defined in [3] in terms of the Frobenius map e−s : G → G. Note that the

finite group Ges = {g ∈ G; es(g) = g} acts by conjugation on Xw
s .

Let X̃w
s = {xU ∈ G/U;x−1es(x) ∈ Gw}. We define φ : X̃w

s → Xw
s

by xU 7→ xBx−1. This is a principal T-bundle with T acting on X̃w
s by

t : xU 7→ xtU. We define j′ẇ : X̃w
s → T by j′ẇ(xU) = (x−1es(x))ẇ.

Now let λ ∈ s∞ be such that w · λ ∈ Is. Then there is a well defined

local system F ẇ
λ,s on Xw

s such that φ∗F ẇ
λ,s = (j′ẇ)

∗Lλ. (This is in fact

the restriction of Lẇλ,s to Xw
s under the imbedding Xw

s → Zw
s , xBx

−1 7→
(xBx−1, es(x)Bes(x−1), τ sxUx−1).) The local system F ẇ

λ,s on Xw
s is of the

type considered in [3]. Note also that F ẇ
λ,s has a natural Ges-equivariant

structure. (It is the restriction of the G-equivariant structure of Lẇλ,s.) It

follows that for j ∈ Z, Hj
c (Xw

s ,F ẇ
λ,s) is naturally a Ge

s
-module. (This rep-

resentation of Ges is one of the main themes of [3].) Let X̄w
s = {B ∈

B; (B, es(B)) ∈ Ōw}. Then Xw
s is open dense smooth in X̄w

s and Ge
s
acts

by conjugation on X̄w
s . Hence for j ∈ Z, the intersection cohomology space

IHj(X̄w
s ,F ẇ

λ,s) is naturally a Ge
s
-module.

If r, r′ are Ge
s
-modules and r is irreducible we denote by (r : r′) the

multiplicity of r in r′. Let Irr(Ges) be the set of isomorphism classes of
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irreducible representations of Ge
s
. From [3, 7.7] it is known that for any

r ∈ Irr(Ges)

(i) there exists w · λ ∈ Is such that (r : ⊕jH
j
c (Xw

s ,F ẇ
λ,s)) 6= 0.

From [6, 2.8] we see using (i) that for any r ∈ Irr(Ges)

(ii) there exists w · λ ∈ Is such that (r : ⊕jIH
j(Xw

s ,F ẇ
λ,s)) 6= 0.

By [3, 6.3], any r ∈ Irr(Ge
s
) determines a W -orbit o on s∞: the set of all

λ ∈ s∞ such that (r : ⊕jH
j
c (Xw

s ,F ẇ
λ,s)) 6= 0 for some w ∈W with w · λ ∈ Is

or equivalently (see [6, 2.8]) such that (r : ⊕jIH
j(X̄w

s ,F ẇ
λ,s)) 6= 0 for some

w ∈ W with w · λ ∈ Is; we have necessarily es(o) = o. For any o ∈ W\s∞
such that es(o) = o, let Irro(G

es) be the set of all r ∈ Irr(Ges) such that

the W -orbit on s∞ determined by r is o. With notation in 1.14 we have the

following result:

(b) There exists a pairing Irro(G
e
s
) × Irrs(H

1
o) → Q̄l, (r, E) 7→ br,E such

that for any r ∈ Irro(G
es), any z · λ ∈ Is ∩ Io and any j ∈ Z we have

(r : IHj(X̄z
s ,F ż

λ,s)) = (−1)j(j − |z| :
∑

E∈Irrs(H1
o

br,Etr(escz·λ, E
v).

In the case where G has connected centre, (b) is just a reformulation on [6,

3.8(ii)]. A proof similar to that in loc.cit. applies without the hypothesis on

the centre.

4.2. In the remainder of this section let c, a, o, n,Ψ be as in 3.1(a).

The G×T2-action on B̃2 defined in 3.1 commutes with the T-action on B̃2 in
4.1; hence it induces a G×T2-action on T\sB̃2. We define a G×T2-action

on Zs by

(g, t1, t2) : (B,B
′, γUB) 7→ (gBg−1, gB′g−1, gγx0e

s(t−n
2 )tn1x

−1
0 g−1UgBg−1)

where x0 is any element of G such that x0Bx
−1
0 = B. (The choice of x0 does

not matter; to see this, it is enough to show that for b ∈ B we have

γx0e
s(t−n

2 )tn1x
−1
0 UB = γx0be

s(t−n
2 )tn1 b

−1x−1
0 UB
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which is immediate.) In this G × T2 action, the subgroup {(1, t1, t2) ∈
G × T2; t1 = es(t2)} acts trivially. Note that the bijection T\sB̃2 → Zs in

4.1(a) is compatible with the G×T2-actions.

Let w ∈W,ω ∈ κ−1
0 (w). Since the G×T2-action on Õw is transitive, it

follows that the G×T2-action on Zw
s is transitive. We show :

(a) Let L be an irreducible G×T2-equivariant local system on Zw
s . Then L

is isomorphic to Lωλ,s for a unique λ ∈ sn such that w · λ ∈ Is.

The local system (ǫws )
∗L on Õw is irreducible and G×T2-equivariant hence,

by 3.1(c), is isomorphic to Lω
λ for a well defined λ ∈ sn. Now the restriction

of (ǫws )
∗L to any fibre of ǫws is Q̄l. On the other hand, the restriction of Lω

λ to

the fibre of ǫws passing through (U, ωU) is (under an obvious identification

with T) the inverse image of Lλ under the map T→ T, t 7→ w−1(t−1)es(t),

hence it is Lw(λ−1)e−s(λ) which is Q̄l if and only if w(λ) = e−sλ. We see that

we must have w(λ) = e−s(λ). We have (ǫws )
∗L ∼= (ǫws )

∗Lωλ,s (both are Lω
λ)

hence L ∼= Lωλ,s. This proves (a).

We define h : Zs → Z−s by (B,B′, gUB) 7→ (B′, B, g−1UB′). Note that

hǫs = ǫ−sh̃ : B̃2 → Z−s with h̃ as in 3.1. For L ∈ Dm(Z−s) we set L† = h∗L.

4.3. Let

Isn = In ∩ Is.

Note that if w · λ ∈ Isn and ω ∈ κ−1
0 (w), then Lωλ,s|Zw

s
, Lω

λ,s can be regarded

naturally as objects in the mixed derived category of pure weight zero. More-

over, Lωλ,s|Zw
s

(resp. Lω
λ,s) is (noncanonically) isomorphic to Lẇλ,s|Zw

s
(resp.

Lẇ
λ,s) in the mixed derived category.

We define ǫ̃s : D(Zs)→ D(B̃2), ǫ̃s : Dm(Zs)→ Dm(B̃2) by

ǫ̃s(L) = ǫ∗s(L) 〈ρ〉 .

From the definition we have

ǫ∗sLω♯λ,s = Lω♯
λ , ǫ̃sL

ω
λ,s = Lω

λ .

Let D♠Zs be the subcategory of D(Zs) consisting of objects which are re-

strictions of objects in the G×T2-equivariant derived category. LetM♠Zs

be the subcategory of D♠Zs consisting of objects which are perverse sheaves.



✐

“BN12N31” — 2017/8/29 — 14:45 — page 237 — #33
✐

✐

✐

✐

✐

2017]NON-UNIPOTENT REPRESENTATIONS AND CATEGORICAL CENTRES 237

Let M�Zs (resp. M≺Zs) be the subcategory of D♠Zs whose objects are

perverse sheaves L such that any composition factor of L is of the form Lẇ
λ,s

for some w · λ ∈ Isn such that w · λ � c (resp. w · λ ≺ c). Let D�Zs (resp.

D≺Zs) be the subcategory of D♠Zs whose objects are complexes L such that

Lj is in M�Zs (resp. M≺Zs) for any j. We write Dm() or Mm() for the

mixed version of any of the categories above.

Let C♠Zs be the subcategory ofM♠Zs consisting of semisimple objects.

Let C♠0 Zs be the subcategory ofM♠
mZs consisting of objects of pure of weight

zero. Let CcZs be the subcategory ofM♠Zs consisting of objects which are

direct sums of objects of the form Lẇ
λ,s with w · λ ∈ cs. Let Cc0Zs be the

subcategory of C♠0 Zs consisting of those L ∈ C♠0 Zs such that, as an object

of C♠Zs, L belongs to CcZs. For L ∈ C♠0 Zs let L be the largest subobject of

L such that as an object of C♠Zs, we have L ∈ CcZs.

From 4.2(a) we see that, if M ∈ M♠Zs, then any composition factor of

M is of the form Lẇ
λ,s for some w · λ ∈ Isn. From the definitions we see that

M 7→ ǫ̃sM is a functor D♠Zs → D♠B̃2 and also D♠
mZs → D♠

mB̃2; moreover,

it is a functor M♠Zs → M♠B̃2 and also M♠
mZs → M♠

mB̃2. From the

definitions we see that for M ∈ M♠Zs

(a) we have M ∈ M�Zs if and only if ǫ̃sM ∈ M�B̃2; we have M ∈ M≺Zs

if and only if ǫ̃sM ∈M≺B̃2.

Note that if X ∈ D(Zs) and j ∈ Z, then

(b) (ǫ∗sX)j+ρ = ǫ∗s(X
j)[ρ].

Moreover, if Y ∈ Mm(Zs) and j
′ ∈ Z then

(c) grj′(ǫ̃sY ) = ǫ̃s(grj′Y ).

For w · λ ∈ In we show:

(d) We have w · λ ∈ Isn if and only if w−1 · w(λ−1) ∈ I−s
n .

We must show that we have w(λ) = e−s(λ) if and only if λ−1 = es(w(λ−1)).

In other words, we must show that λ(w−1(t)) = λ(τ stτ−s) for all t ∈ Tn

if and only if λ(t′) = λ(w−1(τ−st′τ s)) for all t′ ∈ Tn. Setting t′ = τ stτ−s,
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we have w−1(t) = w−1(τ−st′τ s) and it remains to use that t 7→ τ stτ−s is a

bijection Tn → Tn.

For w · λ ∈ Isn we show:

(e) Let ω ∈ κ−1
0 (w). We have canonically (Lω

λ,s)
† = Lω−1

w(λ−1),−s.

(The equality in (e) makes sense in view of (d).) By [21, 2.2(a)] and with

notation of 3.1 we have canonically h̃∗Lω
λ = Lω−1

w(λ−1). Hence ǫ∗−sL
ω−1

w(λ−1) =

ǫ∗−sh̃
∗Lω

λ = h∗ǫ∗sL
ω
λ so that ǫ̃−sL

ω−1

w(λ−1) = h∗ǫ̃sL
ω
λ and (e) follows.

4.4. Let r, f be integers such that 0 ≤ f ≤ r − 3. Let

Y = {((x0U, x1U, . . . , xrU), γ) ∈ B̃r+1 × G̃s; γ ∈ xf+3Uτ
sx−1

f ,

γ ∈ xf+2Bτ
sx−1

f+1}.

Define ϑ : Y → B̃r+1 by ((x0U, x1U, . . . , xrU), γ) 7→ (x0U, x1U, . . . , xrU).

For y′, y′′ ∈W let

B̃r+1
[y′,y′′]={(x0U, x1U, . . . , xrU) ∈ B̃r+1;x−1

f xf+1 ∈ Gy′ , x
−1
f+2xf+3 ∈ Gy′′−1}.

We show:

(a) Let ξ ∈ B̃r+1
[y′,y′′]. If es(y′) 6= y′′ then ϑ−1(ξ) = ∅. If es(y′) = y′′ then

ϑ−1(ξ) ∼= kν−|y′|.

We set ξ = (x0U, x1U, . . . , xrU). If ϑ−1(ξ) 6= ∅ then x−1
f xf+1 ∈ Gy′ ,

x−1
f+2xf+3 ∈ Gy′′−1 and (xf+3Uτ

sx−1
f ) ∩ (xf+2Bτ

sx−1
f+1) 6= ∅. Hence for

some u ∈ U, b ∈ B we have

uτ sx−1
f xf+1 = x−1

f+3xf+2bτ
s ∈ τ sGy′ ∩Gy′′τ

s

so that es(y′) = y′′. If we assume that es(y′) = y′′, then ϑ−1(ξ) can be

identified with

{γ ∈ G̃s; γ ∈ xf+3Uτ
sx−1

f , γ ∈ xf+2Bτ
sx−1

f+1}

hence with

{(u, b) ∈ U×B;uτ sx−1
f xf+1 = x−1

f+3xf+2bτ
s}.
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We substitute x−1
f+3xf+2 = u0e

s(ẏ′)t0u
′
0, x

−1
f xf+1 = u1ẏ

′t1u
′
1, where t0 ∈T,

u0, u
′
0, u1, u

′
1∈U. Then ϑ−1(ξ) is identified with {(u, b) ∈ U×B;uτ su1ẏ

′t1u
′
1

= u0e
s(ẏ′)t0u

′
0bτ

s}. The map (u, b) 7→ u−1
0 ues(u1) identifies this variety with

U ∩ es(ẏ′)Bes(ẏ′)−1 ∼= kν−|y′|. This proves (a).

Now T2 acts freely on Y by

(t1, t2) : ((x0U, x1U, . . . , xrU), γ) 7→
((x0U, x1U, . . . , xfU, xf+1t1U, xf+2t2U, xf+3U, . . . , xrU), γ).

Let

!Y = T\{((x0U, x1U, . . . , xrU), γ) ∈ B̃r+1 × G̃s; γ ∈ xf+3Uτ
sx−1

f ,

γ ∈ xf+2Uτ
sx−1

f+1}

where T acts freely by

t : ((x0U, x1U, . . . , xrU), γ) 7→
((x0U, x1U, . . . , xfU, xf+1e

−s(t)U, xf+2tU, xf+3U, . . . , xrU), γ).

Note that the obvious map β : !Y → T2\Y is an isomorphism. We define
!η : !Y → Zs by

((x0U, x1U, . . . , xrU), γ) 7→ ǫs(xf+1U, xf+2U).

We define τττ : Y → !Y as the composition of the obvious map Y → T2\Y
with β−1. Let η = !ητττ : Y → Zs. We have

η((x0U, x1U, . . . , xrU), γ) = ǫs(xf+1t
−1U, xf+2t

′−1U)

where t, t′ in T are such that γ ∈ xf+2t
′−1Uτ stx−1

f+1.

4.5. Let z · λ ∈ Isn. Let P = η∗Lż♯λ,s. Let pij : B̃r+1 → B̃2 be the projection

to the ij coordinates. We have the following result:

(a) ϑ!P ≎ {p∗f,f+1L
e−s(ẏ)
e−s(λ)

⊗p∗f+1,f+2L
ż♯
λ ⊗p∗f+2,f+3L

ẏ−1

y(λ) 〈2|y| − 2ν〉 ; y ∈W}.
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Define e : B̃r+1 → B̃4 by

(x0U, x1U, . . . , xrU) 7→ (xfU, xf+1U, xf+2U, xf+3U).

Then (a) is obtained by applying e∗ to the statement similar to (a) in which

{0, 1, . . . , r} is replaced by {f, f +1, f +2, f +3}. Thus it is enough to prove

(a) in the special case where r = 3, f = 0. In the remainder of the proof we

assume that r = 3, f = 0.

For any y′, y′′ in W let ϑy′,y′′ : ϑ
−1(B̃4[y′,y′′]) → B̃4 be the restriction of

ϑ. Let P y′,y′′ be the restriction of P to ϑ−1(B̃4)[y′,y′′]. Clearly, we have

ϑ!P ≎ {(ϑy′,y′′)!P y′,y′′ ; (y′, y′′) ∈W 2}.

Since ϑ−1(B̃r+1
[y′,y′′]) = ∅ when es(y′) 6= y′′, see 4.4(a), we deduce that

ϑ!P ≎ {(ϑe−s(y),y−1)!P
e−s(y),y−1

; y ∈W}.

Hence to prove (a) it is enough to show for any y ∈W that

ϑy!Py = p∗01L
e
−s(ẏ)

e−s(λ)
⊗ p∗12Lż♯

λ ⊗ p∗23L
ẏ−1

y(λ) 〈2|y| − 2ν〉 ,

where we write ϑy, Py instead of ϑe−s(y),y−1 , P e−s(y),y−1

. Using z(λ) = e−s(λ)

we can replace p∗01L
e−s(ẏ)
e−s(λ)

by p∗01L
e−s(ẏ)
z(λ) . Thus it is enough to show for any

y ∈W that

(b) ϑy!Py = p∗01L
e
−s(ẏ)

z(λ) ⊗ p∗12Lż♯
λ ⊗ p∗23L

ẏ−1

y(λ) 〈2|y| − 2ν〉 .

We have a cartesian diagram

Ṽy
b̃−−−−→ Ṽyy

y

Vy
b−−−−→ Vy

where

Vy = {(x0U, x1U, x2U, x3U)∈B̃4;x−1
0 x1∈Ge−s(y), x

−1
1 x2∈Gz,

x−1
2 x3∈Gy−1},
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Vy = T\{(x0U, x1U, x2U, x3U) ∈ B̃4;x−1
0 x1 ∈ Ge−s(y), x

−1
1 x2 ∈ Gz,

x−1
2 x3 ∈ Gy−1 , es((x−1

0 x1)e−s(ẏ)) = (x−1
3 x2)ẏ}

with T acting (freely) by

t : (x0U, x1U, x2U, x3U) 7→ (x0U, x1e
−s(t)U, x2tU, x3U),

Ṽy = ϑ−1(Vy) and

Ṽy = T\{((x0U, x1U, x2U, x3U), γ) ∈ B̃4 × G̃s;x
−1
0 x1∈Ge−s(y), x

−1
1 x2∈Gz,

x−1
2 x3 ∈ Gy−1 , γ ∈ x3Uτ sx−1

0 , γ ∈ x2Uτ sx−1
1 }

with T acting (freely) by

t : ((x0U, x1U, x2U, x3U).γ) 7→ ((x0U, x1e
−s(t)U, x2tU, x3U), γ);

we have

b(x0U, x1U, x2U, x3U) = T− orbit of (x0U, x1tU, x2t
′U, x3U)

where t, t′ in T are such that es((x−1
0 x1t)e−s(ẏ)) = (x−1

3 x2t
′)ẏ,

b̃((x0U, x1U, x2U, x3U), γ) = T− orbit of ((x0U, x1tU, x2t
′U, x3U), γ)

where t, t′ in T are such that γ ∈ x2t′Uτ st−1x−1
1 ; the vertical maps are the

obvious ones. We also have a cartesian diagram

Ṽ ′
y

b̃′−−−−→ Ṽ ′yy
y

V ′
y

b′−−−−→ V ′y

where Ṽ ′
y , Ṽ ′y, V ′

y ,V ′y are defined in the same way as Ṽy, Ṽy, Vy,Vy but the

condition x−1
1 x2 ∈ Gz is replaced by the condition x−1

1 x2 ∈ Ḡz ; the maps

b̃′, b′ are given by the same formulas as b̃, b; the vertical maps are the obvious

ones.

Let j : V ′
y → B̃4 be the inclusion. It is enough to show that

j∗ϑy!Py = j∗(p∗01L
e−s(ẏ)
z(λ) ⊗ p∗12Lż♯

λ ⊗ p∗23L
ẏ−1

y(λ)) 〈2|y| − 2ν〉 .
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By definition, P |Ṽ ′
y
is the inverse image of Lż♯λ,s under the composition of b̃′

with Ṽ ′y → V ′y
!ηy−→ Zs where the first map is the obvious one and

!ηy(x0U, x1U, x2U, x3U) = ǫs(x1U, x2U).

Hence P |Ṽ ′
y
is the inverse image of Lż♯λ,s under the composition of ηy := !ηyb

′

with the obvious map ϑ′y : Ṽ ′
y → V ′

y . Since ϑy is an affine space bundle with

fibres of dimension ν−|y|, it follows that j∗ϑy!Py = η∗yLż♯λ,s 〈2|y| − 2ν〉. Thus
it is enough to show that

η∗yLż♯λ,s = j∗(p∗01L
e
−s(ẏ)

z(λ) ⊗ p∗12Lż♯
λ ⊗ p∗23L

ẏ−1

y(λ)).

Since ηy is smooth as a map to Z̄z
s , we see that η∗yLż♯λ,s is the intersection

cohomology complex of V ′
y with coefficients in the local system (η0y)

∗Lżλ,s on

Vy; here η
0
y : Vy → Zz

s is the restriction of ηy : V ′
y → Z̄z

s . By 3.9(a),

j∗(p∗01L
e
−s(ẏ)

z(λ) ⊗ p∗12Lż♯
λ ⊗ p∗23L

ẏ−1

y(λ))

is the intersection cohomology complex of V ′
y with coefficients in the local

system

L̃ = j∗(p∗01L
e−s(ẏ)
z(λ) ⊗ p∗12Lż

λ ⊗ p∗23Lẏ−1

y(λ))

on Vy. It is then enough to show that L̃ = (η0y)
∗Lżλ,s.

Let ξ = (x0U, x1U, x2U, x3U) ∈ Vy. From the definition of η0y we see

that the stalk ((η0y)
∗Lżλ,s)ξ is equal to

(Lżλ,s)ǫs(x1t
−1

1
,x2t

−1

2
) = (Lλ)t0

where t0 ∈ T, t1 ∈ T, t2 ∈ T are such that t0 = (t1x
−1
1 x2t

−1
2 )ż,

es((x−1
0 x1t

−1
1 )e−s(ẏ)) = (x−1

3 x2t
−1
2 )ẏ,

We can choose t1, t2 so that

(x−1
0 x1t

−1
1 )e−s(ẏ) = 1, (x−1

3 x2t
−1
2 )ẏ = 1;

thus we can assume that t1 = (x−1
0 x1)e−s(ẏ), t2 = (x−1

3 x2)ẏ = 1.
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The stalk L̃ξ is (Lz(λ))t′
1
⊗ (Lλ)t′

2
⊗ (Ly(λ))t′

3
where

t′1 = (x−1
0 x1)e−s(ẏ) ∈ T, t′2 = (x−1

1 x2)ż ∈ T, t′3 = (x−1
2 x3)ẏ−1 ∈ T.

It is enough to show that (η∗yLżλ,s)ξ = L̃ξ, or that

(t1x
−1
1 x2t

−1
2 )ż = z−1(t′1)t

′
2y

−1(t′3)

where t1, t2, t
′
1, t

′
2, t

′
3 are as above. We have t1 = t′1 and x−1

3 x2 ∈ Uẏt2U,

hence

x−1
2 x3 ∈ Ut−1

2 ẏ−1U = Uẏ−1y(t−1
2 )U,

so that t′3 = y(t−1
2 ) and t−1

2 = y−1(t′3). We have

t1x
−1
1 x2t

−1
2 ∈ t1Użt′2Ut−1

2 = Użz−1(t1)t
′
2t

−1
2 U,

so that

(t1x
−1
1 x2t

−1
2 )ż = z−1(t1)t

′
2t

−1
2 = z−1(t′1)t

′
2y

−1(t′3),

as required. This completes the proof of (b) hence that of (a).

4.6. Let

(w1, w2, . . . , wf , wf+2, wf+4, . . . , wr) ∈W r−2,

(λ1, λ2, . . . , λf , λf+2, λf+4, . . . , λr) ∈ sr−2
n .

We set z = wf+2, λ = λf+2. We assume that z(λ) = e−s(λ). Let P be as in

4.5. Let

P ′ = ⊗i∈[1,r]−{f+1,f+2,f+3}p
∗
i−1,iL

ẇi♯
λi
∈ Dm(B̃r+1),

P̃ = P ⊗ ϑ∗P ′ ∈ Dm(Y). For any y ∈W we set

wy = (w1, w2, . . . , wf , e
−s(y), wf+2, y

−1, wf+4, . . . , wr) ∈W r,

ωωωy = (ẇ1, ẇ2, . . . , ẇf , e
−s(ẏ), ẇf+2, ẏ

−1, ẇf+4, . . . , ẇr),

λλλy = (λ1, λ2, . . . , λf , e
−s(λf+2), λf+2, y(λf+2), λf+4, . . . , λr) ∈ srn.
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We set Ξ = ϑ!P̃ . We have:

(a) Ξ ≎ {Mωωωy ,[1,r]−{f+1,f+3}
λλλy

〈2|y| − 2ν〉 ; y ∈W}

in Dm(B̃r+1). This follows immediately from 4.5(a) since Ξ = P ′ ⊗ ϑ!(P ).

4.7. We preserve the setup of 4.6. Let S = ⊔w′Õ∅
w′ where the union is over

all w′ = (w′
1, . . . , w

′
r) ∈W r such that w′

i = wi for i /∈ {f + 1, f + 3}. This is
a locally closed subvariety of B̃r+1. For y ∈ W let Ry be the restriction of

M
ωωωy ,∅
λλλy

to Õ∅
wy

extended by 0 on S −Õ∅
wy

(a constructible sheaf on S). From
the definitions we have

M
ωωωy ,[1,r]−{f+1,f+3}
λλλy

|S = Ry.

From 4.6(a) we deduce Ξ|S ≎ {Ry 〈2|y| − 2ν〉 ; y ∈ W}. We now restrict

further to Õ∅
wy

(for y ∈W ); we obtain

Ξ|Õ∅
wy

≎ {Ry′
〈
2|y′| − 2ν

〉
|Õ∅

wy
; y′ ∈W}.

In the right hand side we have Ry′ 〈2|y′| − 2ν〉 |Õ∅
wy

= 0 if y′ 6= y. It follows

that Ξ|Õ∅
wλ

= Ry 〈2|y| − 2ν〉 |Õ∅
wy

. Since Ry|Õ∅
wy

is a local system we deduce

for y ∈W the following result.

(a) Let h ∈ Z. If h = 2ν − 2|y| then HhΞ|Õ∅
wy

= Ry|Õ∅
wy

(|y| − ν). If

h 6= 2ν − 2|y|, then HhΞ|Õ∅
wy

= 0.

4.8. We preserve the setup of 4.6. We set

(a) k = 3ν + (r + 1)ρ+
∑

i∈[1,r]−{f+1,f+3}

|wi|.

For y ∈W we set

Ky =M
ωωωy ,[1,r]−{f+1,f+3}
λλλy

〈|wy|+ ν + (r + 1)ρ〉 ,

K̃y =M
ωωωy,[1,r]
λλλy

〈|wy|+ ν + (r + 1)ρ〉 .



✐

“BN12N31” — 2017/8/29 — 14:45 — page 245 — #41
✐

✐

✐

✐

✐

2017]NON-UNIPOTENT REPRESENTATIONS AND CATEGORICAL CENTRES 245

From 4.6(a) we deduce:

(b) Ξ 〈k〉 ≎ {Ky; y ∈W}.

We show:

(c) For any j > 0 we have (Ξ 〈k〉)j = 0. Equivalently, Ξj = 0 for any j > k.

Using (b) we see that it is enough to show that for any y ∈ W we have

(Ky)
j = 0 for any j > 0. Now K̃y is a (simple) perverse sheaf hence for any

j we have dim suppHjK̃y ≤ −j. Moreover Ky is obtained by restricting K̃y

to an open subset of its support and then extending the result (by zero) on

the complement of this subset in B̃r+1. Hence suppHjKy ⊂ suppHiK̃y so

that dim suppHiKy ≤ −j. Since this holds for any j we see that (Ky)
j = 0

for any j > 0.

4.9. We preserve the notation of 4.6. We show:

(a) Let j ∈ Z and let X be a composition factor of Ξj. Then

X ∼=M
ωωω′,[1,r]
λλλ′ 〈|w′|+ ν + (r + 1)ρ〉 for some

w′ = (w′
1, w

′
2, . . . , w

′
r) ∈W r,λλλ′ = (λ′1, λ

′
2, . . . , λ

′
r) ∈ srn

such that w′
i = wi, λ

′
i = λi for i ∈ [1, r]− {f + 1, f + 3} and such that

λ′f+1 = w′
f+2(λ

′
f+2), λ

′
f+2 = w′

f+3(λ
′
f+3).

Here ωωω′ = (ẇ′
1, ẇ

′
2, . . . , ẇ

′
r).

From 4.6(a) we see that, for some y ∈W , X is a composition factor of

(M
ωωωy,[1,r]−{f+1,f+3}
λλλy

〈2|y| − 2ν〉)j

where ωωωy,λλλy are as in 4.6. Using this and [21, 2.18(b)] we see that

X ∼=M
ωωω′,[1,r]
λλλ′

〈
|w′|+ ν + (r + 1)ρ

〉

for some

w′ = (w′
1, w

′
2, . . . , w

′
r) ∈W r,λλλ′ = (λ′1, λ

′
2, . . . , λ

′
r) ∈ srn
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such that w′
i = wi, λ′i = λi for i ∈ [1, r] − {f + 1, f + 3}; here

ωωω′ = (ẇ′
1, ẇ

′
2, . . . , ẇ

′
r). It remains to show that we have automatically

λ′f+1 = w′
f+2(λ

′
f+2), λ

′
f+2 = w′

f+3(λ
′
f+3).

To see this we note that (M
ωωωy,[1,r]−{f+1,f+3}
λλλy

〈2|y| − 2ν〉)j is equivariant for

the T2-action

(t1, t2) : (x0U, x1U, . . . , xrU)

7→ (x0U, x1U, . . . , xfU, xf+1t1U, xf+2t2U, xf+3U, . . . , xrU)

hence so are its composition factors and this implies that the equalities above

for λ′f+1, λ
′
f+2 do hold.

4.10. From 4.8(c) we see that we have a distinguished triangle (Ξ′,Ξ,Ξk[−k])
where Ξ′ ∈ Dm(B̃r+1) satisfies (Ξ′)j = 0 for all j ≥ k. We show:

(a) Let j ∈ Z and let K be one of Ξ,Ξj ,Ξ′. For any w′ ∈ W r and any

h ∈ Z, HhK|Õ∅

w
′
is a local system.

We prove (a) for K = Ξ or K = Ξj. Using 4.6(a), we see that it is enough to

show that Hh(M
ωωωy,[1,r]−{f+1,f+3}
λλλy

)|Õ∅

w
′
is a local system for any h and that

Hh((M
ωωωy ,[1,r]−{f+1,f+3}
λλλy

)j)|Õ∅

w
′
is a local system for any h and any j. This

follows by an argument entirely similar to that in the proof of [21, 3.10].

Now (a) for K = Ξ′ follows from (a) for Ξ and Ξk[−k] using the long

exact sequence for cohomology sheaves of (Ξ′,Ξ,Ξk[−k]) restricted to Õ∅
w′ .

We show:

(b) Let (y′, y′′) ∈W 2, j = 2ν − |y′| − |y′′|. Let

wy′,y′′ = (w1, w2, . . . , wf , y
′, wf+2, y

′′−1, wf+3, . . . , wr) ∈W r.

The induced homomorphism HjΞ|Õ∅
wy′,y′′

→ Hj−k(Ξk)|Õ∅
wy′,y′′

is an iso-

morphism.

We have an exact sequence of constructible sheaves

HjΞ′|Õ∅
w
y′,y′′

→HjΞ|Õ∅
w
y′,y′′

→Hj−k(Ξk)|Õ∅
w
y′,y′′

→Hj+1Ξ′|Õ∅
w
y′,y′′

.
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Hence it is enough to show that Hj′Ξ′|Õ∅
w
y′,y′′

= 0 if j′ ≥ j. Assume that

Hj′Ξ′|Õ∅
wy′,y′′

6= 0 for some j′ ≥ j. Since Hj′Ξ′|Õ∅
wy′,y′′

is a local system

(see (a)), we deduce that Õ∅
wy′,y′′

is contained in supp(Hj′Ξ′). We have

(Ξ′[k − 1])j̃ = 0 for any j̃ > 0 hence dim supp(Hj′′Ξ′[k − 1]) ≤ −j′′ for any
j′′. Taking j′′ = j′ − k + 1, we deduce that

dim Õ∅
wy′,y′′

≤ dim supp(Hj′Ξ′) ≤ −j′ + k − 1 ≤ −j + k − 1

hence

|wy′,y′′ |+ ν + (r + 1)ρ ≤ −j + k − 1.

We have |wy′,y′′ | + ν + (r + 1)ρ = −j + k hence −j + k ≤ −j + k − 1,

contradiction. This proves (b).

4.11. For (y′, y′′) ∈W 2 we set

ωωωy′,y′′ = (ẇ1, ẇ2, . . . , ẇf , ẏ
′, ẇf+2, ẏ

′′−1, ẇf+3, . . . , ẇr) ∈W r,

λλλy′,y′′ = (λ1, λ2, . . . , λf , e
−s(λf+2), λf+2, y

′′(λf+2), λf+4, . . . , λr) ∈ srn,

Ky′,y′′ = M
ωωωy′,y′′ ,∅

λλλy′,y′′

〈
|wy′,y′′ |+ ν + (r + 1)ρ

〉
∈Mm(B̃r+1),

K̃y′,y′′ = M
ωωωy′,y′′ ,[1,r]

λλλy′,y′′

〈
|wy′,y′′ |+ ν + (r + 1)ρ

〉
∈ Mm(B̃r+1).

Note that when y′ = e−s(y), y′′ = y, wy′,y′′ ,ωωωy′,y′′ , λλλy′,y′′ and K̃y′,y′′ become

wy,ωωωy,λλλy (see 4.6) and K̃y (see 4.8). We show that we have canonically

(a) gr0(Ξ
k(k/2)) = ⊕y∈W K̃y.

Since gr0(Ξ
k(k/2)) is a semisimple perverse sheaf of pure weight zero, it is

a direct sum of simple perverse sheaves, necessarily of the form described in

4.9(a). Thus we have canonically

gr0(Ξ
k(k/2)) = ⊕(y′,y′′)∈W 2Vy′,y′′ ⊗ K̃y′,y′′

where Vy′,y′′ are mixed Q̄l-vector spaces of pure weight 0. By [1, 5.1.14], Ξ is

mixed of weight ≤ 0 hence Ξk(k/2) is mixed of weight ≤ 0. Hence we have

an exact sequence inMm(B̃r+1):

(a) 0→W−1(Ξk(k/2))→ Ξk(k/2)→ gr0(Ξ
k(k/2)) → 0
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that is,

0→W−1(Ξk(k/2)) → Ξk(k/2)→ ⊕(y′,y′′)∈W 2Vy′,y′′ ⊗ K̃y′,y′′ → 0.

(Here W−1(?) denotes the part of weight ≤ −1 of a mixed perverse sheaf.)

Hence for any (ỹ′, ỹ′′) ∈W 2 we have an exact sequence of (mixed) cohomol-

ogy sheaves restricted to Õ∅
wỹ′,ỹ′′

(where h = 2ν − |ỹ′| − |ỹ′′| − k):

(b) Hh(W−1(Ξk(k/2)))
α→Hh(Ξk(k/2)) → ⊕(y′,y′′)∈W 2Vy′,y′′ ⊗Hh(K̃y′,y′′)

→Hh+1(W−1(Ξk(k/2))).

Moreover, by 4.10(b), we have an equality of local systems on Õ∅
wỹ′,ỹ′′

:

Hh(Ξk(k/2)) = Hh+k(Ξ(k/2)) = H2ν−|y′|−|y′′|(Ξ(k/2))

and this is Ry(k/2 + |y| − ν) if ỹ′ = e−s(y), ỹ′′ = y (see 4.7(a)) and is 0 if

ỹ′ 6= e−s(ỹ′′) (see 4.4(a)) hence is pure of weight −k−|ỹ′|− |ỹ′′|+ν = h. On

the other hand, Hh(W−1(Ξk(k/2))) is mixed of weight ≤ h − 1; it follows

that α in (b) must be zero.

Assume that Hh(K̃y′,y′′) is not identically zero on Õ∅
wỹ′,ỹ′′

. Then, by

4.10(a), Õ∅
wỹ′,ỹ′′

is contained in suppHh(K̃y′,y′′) which has dimension ≤ −h
(resp. < −h if (y′, y′′) 6= (ỹ′, ỹ′′)); hence −h = dim Õ∅

wỹ′,ỹ′′
is ≤ −h (resp.

< −h); we see that we must have (y′, y′′) = (ỹ′, ỹ′′) and we haveHh(K̃y′,y′′) =

Hh(Ky′,y′′) on Õ∅
wỹ′,ỹ′′

.

Assume thatHh+1(W−1(Ξk(k/2))) is not identically 0 on Õ∅
wỹ′,ỹ′′

. Then,

by 4.10(a), Õ∅
wỹ′,ỹ′′

is contained in suppHh+1(W−1(Ξk(k/2))) which has di-

mension ≤ −h− 1; hence −h = dim Õ∅
wỹ′,ỹ′′

≤ −h− 1, a contradiction. We

see that (b) becomes an isomorphism of local systems on Õ∅
wỹ′,ỹ′′

:

0 = Vỹ′,ỹ′′ ⊗Kỹ′,ỹ′′ if e
s(ỹ′) 6= ỹ′′,

Rỹ′′(−h/2) ∼→ Vỹ′,ỹ′′ ⊗Hh(Kỹ′,ỹ′′) if e
s(ỹ′) = ỹ′′.

When es(ỹ′) = ỹ′ we have Hh(Kỹ′,ỹ′′) = Rỹ′′(−h/2) as local systems on

Õ∅
wỹ′,ỹ′′

. It follows that Vỹ′,ỹ′′ is Q̄l if e
s(ỹ′) = ỹ′′ and is 0 if es(ỹ′) 6= ỹ′′.

This proves (a).
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4.12. Let h ∈ [1, r]. Let hD�B̃r+1 (resp. hD≺B̃r+1) be the subcate-

gory of DB̃r+1 consisting of objects K such that for any j ∈ Z, any com-

position factor of Kj is of the form M
ωωω,[1,r]
λλλ 〈|w|+ ν + (r + 1)ρ〉 for some

w = (w1, . . . , wr) ∈ W r, λλλ = (λ1, λ2, . . . , λr) ∈ srn such that wh · λh � c

(resp. wh · λh ≺ c). (Here ωωω = (ẇ1, ẇ2, . . . , ẇr).)

Let hM�B̃r+1 be the subcategory of hD�B̃r+1 consisting of perverse

sheaves. Let hM≺B̃r+1 be the subcategory of hD≺B̃r+1 consisting of perverse

sheaves.

If K ∈ Mm(B̃r+1) is pure of weight 0 and is also in hD�B̃r+1, we denote

by K the sum of all simple subobjects of K (without mixed structure) which

are not in hD≺B̃r+1.

4.13. Let Zs
η→ Y ϑ→ B̃4 be as in 4.4 with r = 3, f = 0. We define

b : D(Zs)→ D(B̃2) and b : Dm(Zs)→ Dm(B̃2) by

b(L) = p03!ϑ!η
∗L.

We show:

(a) If L ∈ D�(Zs) then b(L) ∈ D�B̃2.
(b) If L ∈ D≺(Zs) then b(L) ∈ D≺B̃2.
(c) If L ∈M�(Zs) and h > 5ρ+ 2ν + 2a then (b(L))h ∈ M≺B̃2.

We can assume that L = Lż
λ,s where z · λ ∈ Isn, z · λ � c. Applying 4.5(a)

with P = η∗Lż♯λ,s we see that

b(Lż♯λ,s) ≎ {L
e
−s(ẏ),ż,ẏ−1,{2}

e−s(λ),λ,y(λ)
〈−|z| − 2ν〉 ; y ∈W},

hence

b(Lż♯
λ,s) ≎ {L

e−s(ẏ),ż,ẏ−1,{2}
e−s(λ),λ,y(λ)

〈−ν + ρ〉 ; y ∈W}.

To prove (a) it is enough to show that for any y ∈W we have

L
e−s(ẏ),ż,ẏ−1,{2}
e−s(λ),λ,y(λ)

∈ D�B̃2.

When z·λ ∈ c this follows from [21, 2.10(a)]. When z·λ ≺ c this again follows

from [21, 2.10(a)], applied to the two-sided cell containing z · λ instead of c.
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The same argument proves (b). To prove (c) we can assume that z · λ ∈ c;

it is enough to prove that for any y ∈W we have

(L
e
−s(ẏ),ż,ẏ−1,{2}

e−s(λ),λ,y(λ)
〈−ν + ρ〉)h ∈ M≺B̃2

if h > 5ρ+ 2ν + 2a or that

(L
e−s(ẏ),ż,ẏ−1,{2}
e−s(λ),λ,y(λ)

)j ∈ M≺B̃2

if j > 6ρ+ ν +2a. This follows from [21, 2.20(a)]. This completes the proof

of (a), (b), (c).

We define b : Cc0(Zs)→ Cc0 (B̃2) by

b(L) = gr5ρ+2ν+2a((b(L))
5ρ+2ν+2a)((5ρ + 2ν + 2a)/2).

We show:

(d) Let z · λ ∈ cs. If es(c) = c, then

b(Lż
λ,s) = ⊕y∈W ;y·λ∈cL

e
−s(ẏ)

e−s(λ)
◦Lż

λ◦Lẏ−1

y(λ).

If es(c) 6= c, then b(Lż
λ,s) = 0.

We shall apply the method of [19, 1.12] with Φ : Dm(Y1)→ Dm(Y2) replaced

by p03! : Dm(B̃4)→ Dm(B̃2) and with D�(Y1), D�(Y2) replaced by 2D�(B̃2),
2D�(B̃4), see 4.12. We shall take X in loc.cit. equal to ϑ!η

∗Lż
λ,s. The

conditions of loc.cit. are satisfied: those concerning X are satisfied with c′ =

2ν+3ρ. (For h > |z|+3ν+4ρ we have Ξh = 0 that is (X[−|z|−ν−ρ])h = 0,

with Ξ as in 4.8(c). Hence if j > 2ν + 3ρ we have Xj = 0.) The conditions

concerning p03! are satisfied with c = 2ρ+2a. (This follows from [21, 2.20(a)])

Since b(Lż
λ,s) = p03!X and c+ c′ = 5ρ+ 2ν + 2a, we see that

b(Lż
λ,s) = gr2ρ+2a(p03!((gr2ν+3ρ((ϑ!η

∗Lż
λ,s)

2ν+3ρ)((2ν + 3ρ)/2)))2ρ+2a)(ρ+a).

Using 4.11(a), we see that (with Ξ as in 4.11(a) and k = |z| + 3ν + 4ρ) we

have

gr2ν+3ρ((ϑ!η
∗Lż

λ,s)
2ν+3ρ)((2ν + 3ρ)/2)

= gr2ν+3ρ((Ξ 〈|z|+ ν + ρ〉)2ν+3ρ)((2ν + 3ρ)/2)



✐

“BN12N31” — 2017/8/29 — 14:45 — page 251 — #47
✐

✐

✐

✐

✐

2017]NON-UNIPOTENT REPRESENTATIONS AND CATEGORICAL CENTRES 251

= gr0(Ξ
k(k/2) = ⊕y∈WM

e−s(ẏ),ż,ẏ−1,[1,3]
e−s(λ),λ,y(λ)

〈2|y|+ |z|+ ν + 4ρ〉 .

Hence

b(Lż
λ,s)=gr2ρ+2a(⊕y∈W (p03!M

e−s(ẏ),ż,ẏ−1,[1,3]
e−s(λ),λ,y(λ)

〈2|y|+|z|+ν+4ρ〉)2ρ+2a)(ρ+a)

= gr2ρ+2a(⊕y∈W (L
e
−s(ẏ),ż,ẏ−1,[1,3]

e−s(λ),λ,y(λ)
)6ρ+ν+2a((ν + 4ρ)/2))(ρ+ a).

Using [21, 2.26(a)], we see that in the last direct sum, the contribution of

y ∈ W is 0 unless y · λ ∈ c and e−s(y) · e−s(λ) ∈ c. We see that the last

direct sum is zero unless es(c) = c. If es(c) = c, for the terms corresponding

to y such that y · λ ∈ c, we may apply [21, 2.24(a)]. Now (d) follows.

4.14. We set Zc = {s′ ∈ Z; es
′

(c) = c}. This is a subgroup of Z. In the

remainder of this section we assume that s ∈ Zc.

Let Zs

!η←− !Y be as in 4.4 with r = 3, f = 0. Let !B̃4 be the space of

orbits of the free T2-action on B̃4 given by

(t1, t2) : (x0U, x1U, x2U, x3U) 7→ (x0U, x1t1U, x2t2U, x3U);

let !ϑ : !Y → !B̃4 be the map induced by ϑ. We define b′ : D(Zs) → D(B̃2)
and b′ : Dm(Zs)→ Dm(B̃2) by

b′(L) = p03!
!ϑ!

!η∗L.

(The map !B̃4 → B̃2 induced by p03 : B̃4 → B̃2 is denoted again by p03.) Let

τ : Y → !Y be as in 4.4 (it is a principal T2-bundle). We have the following

results.

(a) If L ∈ D�(Zs), then b′(L) ∈ D�B̃2.
(b) If L ∈ D≺(Zs), then b′(L) ∈ D≺B̃2.
(c) If L ∈M�(Zs) and h > ρ+ 2ν + 2a, then (b′(L))h ∈M≺B̃2.

We can assume that L = Lż
λ,s where z · λ ∈ Isn, z · λ � c. A variant of the

proof of 4.5(a) gives:

b′(Lż♯λ,s) ≎ {′L
e−s(ẏ),ż,ẏ−1,{2}
e−s(λ),λ,y(λ)

〈−|z| − 2ν〉 ; y ∈W},
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hence

b′(Lż♯
λ,s) ≎ {′L

e
−s(ẏ),ż,ẏ−1,{2}

e−s(λ),λ,y(λ)
〈−ν + ρ〉 ; y ∈W}.

To prove (a) it is enough to show that for any y ∈W we have

′L
e−s(ẏ),ż,ẏ−1,{2}
e−s(λ),λ,y(λ)

∈ D�B̃2.

When z·λ ∈ c this follows from [21, 2.10(c)]. When z·λ ≺ c this again follows

from [21, 2.10(c)], applied to the two-sided cell containing z · λ instead of c.

The same argument proves (b). To prove (c) we can assume that z · λ ∈ c;

it is enough to prove that for any y ∈W we have

(
′L

e−s(ẏ),ż,ẏ−1,{2}
e−s(λ),λ,y(λ)

〈−ν + ρ〉
)h
∈ M≺B̃2

if h > ρ + 2ν + 2a or that (′L
e−s(ẏ),ż,ẏ−1,{2}
e−s(λ),λ,y(λ)

)j ∈ M≺B̃2 if j > 2ρ + ν + 2a.

This follows from [21, 2.20(c)]. This completes the proof of (a), (b), (c).

We define b′ : Cc0(Zs)→ Cc0 (B̃2) by

b′(L) = grρ+2ν+2a((b
′(L))ρ+2ν+2a)((ρ+ 2ν + 2a)/2).

In the remainder of this subsection we fix z · λ ∈ cs and we set L = Lż
λ,s.

We show:

(d) We have canonically b′(L) = b(L).

The method of proof is similar to that of [21, 2.22(a)]. It is based on the

fact that

b(L) = b′(L)⊗ L⊗2

which follows from the definitions. We define Ri,j for i ∈ [0, 2ρ+1] and Pi,j
for i ∈ [0, 2ρ] as in [21, 2.17], but replacing LJ , ′LJ , r, δ by b(L), b′(L), 3, 2ρ.

In particular, we have

Pi,j = X4ρ−i(i− 2ρ)⊗ (b′(L))−4ρ+i+j for i ∈ [0, 2ρ]

where X4ρ−i is a free abelian group of rank
(2ρ
i

)
and X4ρ = Z. We have for

any j an exact sequence analogous to [21, 2.17(a)]:

(e) · · · → Pi,j−1 →Ri+1,j →Ri,j → Pi,j →Ri+1,j+1 →Ri,j+1 → . . . ,
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and we have

R0,j = (b(L))j , P0,j = (b′(L))j−4ρ(−2ρ).

We show:

(f) If i ∈ [0, 2ρ + 1] then Ri,j ∈ M�B̃2.
(g) If i ∈ [0, 2ρ + 1], j > 6ρ− i+ ν + 2a then Ri,j ∈ M≺B̃2.

We prove (f), (g) by descending induction on i as in [21, 2.21]. If i = 2ρ+1

then, since R2ρ+1,j = 0, there is nothing to prove. Now assume that i ∈
[0, 2ρ]. Assume that λ′ · w is such that Lẇ

λ′ is a composition factor of Ri,j

(without the mixed structure). We must show that w · λ′ � c and that,

if j > 6ρ − i + ν + 2a, then w · λ′ ≺ c. Using (e), we see that Lẇ
λ′ is a

composition factor of Ri+1,j or of Pi,j. In the first case, using the induction

hypothesis we see that w · λ′ � c and that, if j > 6ρ − i + ν + 2a (so that

j > 6ρ − i − 1 + ν + 2a), then w · λ′ ≺ c. In the second case, Lẇ
λ′ is a

composition factor of (b′(L))−4ρ+i+j . Using (a),(c), we see that w · λ′ � c

and that, if j > 6ρ − i + ν + 2a (so that −4ρ + i + j > ν + 2ρ + 2a), then

w · λ′ ≺ c. This proves (f),(g).

We show:

(h) Assume that i ∈ [0, 2ρ+ 1]. Then Ri,j is mixed of weight ≤ j − i.
We argue as in [21, 2.22] by descending induction on i. If i = 2ρ+1 there is

nothing to prove. Assume now that i ≤ 2ρ. By Deligne’s theorem, b′(L) is

mixed of weight ≤ 0; hence (b′(L))−4ρ+i+j is mixed of weight ≤ −4ρ+ i+ j

and X4ρ−i(i−2ρ)⊗(b′(L))−4ρ+i+j is mixed of weight ≤ −4ρ+i+j−2(i−2ρ) =
j − i. In other words, Pi,j is mixed of weight ≤ j − i. Thus in the exact

sequence Ri+1,j → Ri,j → Pi,j coming from (e) in which Ri+1,j is mixed of

weight ≤ j − i − 1 < j − i (by the induction hypothesis) and Pi,j is mixed

of weight ≤ j − i, we must have that Ri,j is mixed of weight ≤ j − i. This

proves (h).

We now prove (d). From (e) we deduce an exact sequence

grj(R1,j)→ grj(R0,j)→ grj(P0,j)→ grj(R1,j+1).

By (h) we have grj(R1,j) = 0. We have grj(R0,j) = grj(b(L)
j), grj(P0,j) =

grj((b
′(L))−4ρ+j(−2ρ)). Moreover, by (g) we have R1,j+1 ∈ D≺B̃2 since
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j+1 > 6ρ− 1+ ν+2a. It follows that grj(R1,j+1) ∈ D≺B̃2. Thus the exact
sequence above induces an isomorphism as in (d).

Let p′ij : B̃3 → B̃2 be the projection to the ij-coordinate, where ij is 12,

23 or 13. Let

R = T\{(x0U, x1U, x2U, x′3U, γ) ∈ B̃4 ×Gs; γ ∈ x2Uτ sx−1
1 }

where T acts freely by

t : (x0U, x1U, x2U, x
′
3U, γ) 7→ (x0U, x1e

−s(t)U, x2tU, x
′
3U, γ).

We have cartesian diagrams

R
d1−−−−→ ′Y × B̃2

c1

y s1

y

B̃3 p′−−−−→ B̃2 × B̃2

R
d2−−−−→ B̃2 × ′Y

c2

y s2

y

B̃3 p′−−−−→ B̃2 × B̃2

where

d1(x0U, x1U, x2U, x3U, γ) = ((x0U, x1U, x2U, γx0τ
−sU, γ),

(γx0τ
−sU, x3U)),

d2(x0U, x1U, x2U, x3U, γ) = ((x0U, γ
−1x3τ

sU),

(γ−1x3τ
sU, x1U, x2U, x3U, γ)),

c1(x0U, x1U, x2U, x3U, γ) = (x0U, γx0τ
−sU, x3U),

c2(x0U, x1U, x2U, x3U, γ) = (x0U, γ
−1x3τ

sU, x3U),

p′ = (p′12, p
′
23), s1 = p03

′ϑ× 1, s2 = 1× p03′ϑ.

It follows that p′∗s1! = c1!d
∗
1, p

′∗s2! = c2!d
∗
2. Now let L ∈ D(Zs), L

′ ∈ D(B̃2),
L̃′ ∈ D(B̃2), We have η∗L ⊠ L′ ∈ D(′Y × B̃2, L̃′

⊠ η∗L ∈ D(B̃2 × ′Y). We
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have

p′12
∗b′(L)⊗ p′23∗L′ = p′∗s1!(η

∗L⊠ L′) = c1!d
∗
1(η

∗L⊠ L′) = c1!(e
∗
1L⊠ e′1

∗L′),

p′12
∗L̃′ ⊗ p′23∗b′(L) = p′∗s2!(L̃

′
⊠ η∗L) = c2!d

∗
2(L̃

′
⊠ η∗L) = c2!(e

′
2
∗L̃′

⊠ e1
∗L),

where

e1 : R→ Zs is (x0U, x1U, x2U, x3U, γ) 7→ ǫs(x1U, x2U),

e′1 : R→ B̃2 is (x0U, x1U, x2U, x3U, γ) 7→ (γx0τ
−sU, x3U),

e′2 : R→ B̃2 is (x0U, x1U, x2U, x3U, γ) 7→ (x0U, γ
−1x3τ

sU).

Applying p′13! we see that

b′(L) ◦ L′ = c̃!(e
∗
1L⊠ e′1

∗L), L̃′ ◦ b′(L) = c̃!(e
′
2
∗L⊠ e1

∗L),

where c̃ : R→ B̃2 is (x0U, x1U, x2U, x3U, γ) 7→ (x0U, x3U).

We define e : B̃2 → B̃2 by e(xU, yU) = (e(x)U, e(y)U). We show:

(i) If in addition L′ ∈ M(B̃2) is G-equivariant, then we have canonically

b′(L) ◦ L′ = (es∗L′) ◦ b′(L).

We take L̃′ = es∗L′. It is enough to show that c̃!(e
∗
1L⊠ e′1

∗L′) = c̃!(e
′
2
∗L̃′

⊠

e∗1L). Hence it is enough to show that we have canonically e′1
∗L′ = e′2

∗L̃′

that is, e′1
∗L′ = e′′2

∗L′ where e′′2 = ese′2 : R → B̃2. We identify G̃s with G

by γ 7→ g where γ = gτ s. Then e′1 : R → B̃2 is (x0U, x1U, x2U, x3U, γ) 7→
(ges(x0)U, x3U), e′′2 : R → B̃2 is (x0U, x1U, x2U, x3U, γ) 7→ (es(x0)U,

g−1x3U). The equality e′1
∗L′ = e′′2

∗L′ follows from the G-equivariance of L′.

This proves (i).

We show:

(j) If L∈Cc0Zs, L
′∈CcB̃2, then we have canonically b(L)◦L′=(es∗L′)◦b(L).

By (d), it is enough to prove that b′(L)◦L′ = (es∗L′)◦b′(L). Using (i)

together with (a), (b), (c) and results in [21, 2.23], we see that both sides

are equal to

grρ+ν+3a(c̃!(e
∗
1L⊗ e′1∗L′))ρ+ν+3a((ρ+ ν + 3a)/2)
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= grρ+ν+3ac̃!(e
∗
1L⊗ e′′2∗L′))ρ+ν+3a((ρ+ ν + 3a)/2).

4.15. Let

Zs = {(z0U, z1U, z2U, z3U), γ) ∈ B̃4 × G̃s; γ ∈ z2Bτ sz−1
1 }.

Define ϑ̃ : Zs → B̃4 by ((z0U, z1U, z2U, z3U), γ) 7→ (z0U, z1U, z2U, z3U).

Let

′Y = {((x0U, x1U, x2U, x3U, x4U), γ) ∈ B̃5 × G̃s; γ ∈ x3Uτ sx−1
0 ,

γ ∈ x2Bτ sx−1
1 },

′′Y = {((x0U, x1U, x2U, x3U, x4U), γ) ∈ B̃5 × G̃s; γ ∈ x4Uτ sx−1
1 ,

γ ∈ x3Bτ sx−1
2 }.

Define ′ϑ : ′Y → B̃5, ′′ϑ : ′′Y → B̃5 by

((x0U, x1U, x2U, x3U, x4U), γ) 7→ (x0U, x1U, x2U, x3U, x4U).

We have isomorphisms ′c : ′Y ∼→ Zs,
′′c : ′′Y ∼→ Zs given by

′c : ((x0U, x1U, x2U, x3U, x4U), γ) 7→ ((x0U, x1U, x2U, x4U), γ),

′′c : ((x0U, x1U, x2U, x3U, x4U), γ) 7→ ((x0U, x2U, x3U, x4U), γ).

Define ′d : B̃5 → B̃4, ′′d : B̃5 → B̃4 by

′d : (x0U, x1U, x2U, x3U, x4U) 7→ (x0U, x1U, x2U, x4U),

′′d : (x0U, x1U, x2U, x3U, x4U) 7→ (x0U, x2U, x3U, x4U).

We fix w, u in W and λ, λ′ in sn. We assume that w · λ ∈ Isn. The smooth

subvarieties

′U = {((x0U, x1U, x2U, x3U, x4U), γ) ∈ ′Y;x−1
1 x2 ∈ Gw, x

−1
3 x4 ∈ Ges(u)},

U = {((x0U, x1U, x2U, x3U), γ) ∈ Zs;x
−1
1 x2 ∈ Gw, x

−1
0 g−1x3 ∈ Gu},

′′U = {((x0U, x1U, x2U, x3U, x4U), γ) ∈ ′′Y;x−1
2 x3 ∈ Gw, x

−1
0 x1 ∈ Gu},
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of ′Y,Zs,
′′Y correspond to each other under the isomorphisms ′Y

′c→ Zs

′′c← ′′Y.
Moreover, the maps ′σ : ′U → Zs, σ : U → Zs,

′′σ : ′′U → Zs given by

((x0U, x1U, x2U, x3U, x4U), γ) 7→ ǫs(x1U, x2U),

((x0U, x1U, x2U, x3U), γ) 7→ ǫs(x1U, x2U),

((x0U, x1U, x2U, x3U, x4U), γ) 7→ ǫs(x2U, x3U),

correspond to each other under the isomorphisms ′Y
′c→ Zs

′′c← ′′Y.

Also, the maps ′σ̃ : ′U → Ões(u), σ̃ : U → Ões(u), given by

((x0U, x1U, x2U, x3U, x4U), γ) 7→ (x3U, x4U),

((x0U, x1U, x2U, x3U), γ) 7→ (γx0τ
−sU, x3U)

correspond to each other under the isomorphism ′Y
′c→ Zs and the maps

σ̃1 : U → Õu,
′′σ̃ : ′′U → Õu given by

((x0U, x1U, x2U, x3U), γ) 7→ (x0U, γ
−1x3τ

sU),

((x0U, x1U, x2U, x3U, x4U), γ) 7→ (x0U, x1U),

correspond to each other under the isomorphism Zs

′′c← ′′Y. It follows that

the local systems ′σ∗Lẇλ,s, σ∗Lẇλ,s, ′′σ∗Lẇλ,s correspond to each other under

the isomorphisms ′Y
′c→ Zs

′′c← ′′Y; the local systems ′σ̃∗L
e
su̇)

es(λ′), σ̃
∗L

e
s(u̇)

es(λ′)

correspond to each other under the isomorphism ′Y
′c→ Zs; the local systems

σ̃∗1L
u̇
λ′ , ′′σ̃∗Lu̇

λ′ correspond to each other under the isomorphism Zs

′′c← ′′Y.
Moreover, by the G-equivariance of Lu̇

λ′ , we have as in the proof of 4.14(i):

σ̃∗L
es(u̇)
es(λ′) = σ̃∗1(L

u̇
λ′).

Let ′K,K, ′′K be the intersection cohomology complex of the closure of
′U ,U , ′′U respectively with coefficients in the local system

′σ∗Lẇλ,s⊗ ′σ̃∗L
es(u̇)
es(λ′), σ

∗Lẇλ,s⊗ σ̃∗L
es(u̇)
es(λ′) = σ∗Lẇλ,s⊗ σ̃∗1(Lu̇

λ′), ′′σ∗Lẇλ,s⊗ ′′σ̃∗Lu̇
λ′ ,

on ′U ,U , ′′U (respectively), extended by 0 on the complement of this closure

in ′Y,Zs,
′′Y. We see that ′K,K, ′′K correspond to each other under the

isomorphisms ′Y
′c→ Zs

′′c← ′′Y. Hence we have ′c!(
′K) = K = ′′c!(

′′K). Using
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this and the commutative diagram

′Y
′c−−−−→ Zs

′′c←−−−− ′′Y
′ϑ

y ϑ̃

y ′′ϑ

y

B̃5
′d−−−−→ B̃4

′′d←−−−− B̃5

we see that

(a) ′d!
′ϑ!(

′K) = ′′d!
′′ϑ!(

′′K).

(Both sides are equal to ϑ̃!K.)

4.16. In this subsection we study the functor ′d! : Dm(B̃5) → Dm(B̃4). Let

w = (w1, w2, w3, w4), λλλ = (λ1, λ2, λ3, λ4) ∈ s4n, ωωω = (ω1, ω2, ω3, ω4) (with

ωi ∈ κ−1
0 (wi)). Assume that w4 · λ4 � c. Let K = M

ωωω,[1,4]
λλλ 〈|w|+ 5ρ+ ν〉 ∈

Dm(B̃5). As in [21, 3.16], properties (a), (b), (c), (d) hold:

(a) If h > a+ ρ then (′d!K)h ∈ ′M≺(B̃4). Moreover,

gra+ρ((
′dK)a+ρ)((a+ ρ)/2) = ⊕y′∈W ;y′−1·λ4∈cHomCcB̃2(L

ẏ′−1

λ4
,Lω3

λ3
◦Lω4

λ4
)

⊗Mω1,ω2,ẏ′−1,[1,3]
λ1,λ2,λ4

〈
|w1|+ |w2|+ |y′|+ 4ρ+ ν

〉
.

(b) If K ∈ 4D�(B̃5) then ′d!(K) ∈ 4D�(B̃4).
(c) If K ∈ 4D≺(B̃5) then ′d!(K) ∈ 4D≺(B̃4).
(d) If K ∈ 4M�(B̃5) and h > a+ ρ then (′d!(K))h ∈ 4M≺(B̃4).

4.17. In this subsection we study the functor ′′d! : Dm(B̃5)→ Dm(B̃4). Let
w = (w1, w2, w3, w4), λλλ = (λ1, λ2, λ3, λ4) ∈ s4n, ωωω = (ω1, ω2, ω3, ω4) (with

ωi ∈ κ−1
0 (wi)). Assume that w1 · λ1 � c. Let K = M

ωωω,[1,4]
λλλ 〈|w|+ 5ρ+ ν〉 ∈

Dm(B̃5). As in [21, 3.17], properties (a), (b), (c), (d) hold:

(a) If h > a+ ρ then (′′d!K)h ∈ ′M≺(B̃4). Moreover,

gra+ρ((
′′d!K)a+ρ)((a+ ρ)/2) = ⊕y′∈W ;y′·λ2∈cHomCcB̃2(L

ẏ′

λ2
,Lω1

λ1
◦Lω2

λ2
)

⊗M ẏ′,ω3,ω4,[1,3]
λ2,λ3,λ4

〈
|w3|+ |w4|+ |y′|+ 4ρ+ ν

〉
.

(b) If K ∈ 1D�(B̃5) then ′′d!(K) ∈ 1D�(B̃4).
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(c) If K ∈ 1D≺(B̃5) then ′′d!(K) ∈ 1D≺(B̃4).
(d) If K ∈ 1M�(B̃5) and h > a+ ρ then (′′d!(K))h ∈ 1M≺(B̃4).

4.18. Let w · λ ∈ Isn, u · λ′ ∈ c. We shall apply the method of [19, 1.12]

with Φ : Dm(Y1) → Dm(Y2) replaced by ′d! : Dm(B̃5) → Dm(B̃4) and with

D�(Y1), D�(Y2) replaced by 4D�(B̃5), 4D�(B̃4), see 4.15. We shall take X

in loc.cit. equal to Ξ = ′ϑ!(
′K) as in 4.15, (w2, w4) = (w, es(u)), (λ2, λ4) =

(λ, es(λ′)). The conditions of loc.cit. are satisfied: those concerning X are

satisfied with c′ = k = |w| + |u| + 3ν + 5ρ (see 4.8(c)); those concerning Φ

are satisfied with c = a+ ρ (see 4.16). We see that

gra+ρ+k((
′d!

′ϑ!(
′K))a+ρ+k)((a+ ρ+ k)/2)

= gra+ρ((
′d!grk((

′ϑ!(
′K))k)(k/2))a+ρ)((a+ ρ)/2).

Using 4.11(a), we have:

grk(
′ϑ!(

′K))k)(k/2) =⊕y∈WM
e
−s(ẏ),ẇ,ẏ−1,es(u̇),[1,4]

e−s(λ),λ,y(λ),es(λ′)
〈2|y|+|w|+|u|+5ρ+ν〉

= grk(
′ϑ!(

′K))k(k/2).

Hence, using 4.16(a), we have

gra+ρ((
′d!grk((

′ϑ!(
′K))k)(k/2))a+ρ)((a+ ρ)/2)

= ⊕y∈W ⊕y′∈W ;y′−1·es(λ′)∈c HomCcB̃2(L
ẏ′−1

es(λ′),L
ẏ−1

y(λ)◦L
e
s(u̇)

es(λ′))

⊗Me−s(ẏ),ẇ,ẏ′−1,[1,3]
e−s(λ),λ,es(λ′)

〈
|y|+ |w|+ |y′|+ 4ρ+ ν

〉
.

Since y′−1 · es(λ′) ∈ c, es(u) · es(λ′) ∈ c (recall that esc = c), for y ∈W we

have

HomCcB̃2(L
ẏ′−1

es(λ′),L
ẏ−1

y(λ)◦L
es(u̇)
es(λ′)) = 0

unless es(λ′) = y′(λ) (see [21, 4.6(b)]) and y−1 · y(λ) ∈ c (see [21, 2.26(a)])

or equivalently, y · λ ∈ c. Thus we have

(a) gra+ρ+k((
′d!

′ϑ!(
′K))a+ρ+k)((a+ ρ+ k)/2)

= ⊕y∈W ;y·λ∈c ⊕y′∈W ;y′−1·y′(λ)∈c HomCcB̃2(L
ẏ′−1

y′(λ),L
ẏ−1

y(λ)◦L
es(u̇)
es(λ′))

⊗Me−s(ẏ),ẇ,ẏ′−1,[1,3]
e−s(λ),λ,y′(λ)

〈
|y|+ |w|+ |y′|+ 4ρ+ ν

〉
.
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4.19. In the setup of 4.18 we shall apply the method of [19, 1.12] with

Φ : Dm(Y1) → Dm(Y2) replaced by ′′d! : Dm(B̃5) → Dm(B̃4) and with

D�(Y1), D�(Y2) replaced by 1D�(B̃5), 1D�(B̃4), see 4.15. We shall take X in

loc.cit. equal to Ξ = ′′ϑ!(
′′K) as in 4.15, (w1, w3) = (u,w), (λ1, λ3) = (λ′, λ).

The conditions of loc.cit. are satisfied: those concerning X are satisfied with

c′ = k = |w| + |u| + 3ν + 5ρ (see 4.8(c)); those concerning Φ are satisfied

with c = a+ ρ (see 4.17). We see that

gra+ρ+k((
′′d!

′′ϑ!(
′′K))a+ρ+k)((a+ ρ+ k)/2)

= gra+ρ((
′′d!grk((

′′ϑ!(
′′K))k)(k/2))a+ρ)((a+ ρ)/2).

Using 4.11(a), we have:

grk(
′′ϑ!(

′′K))k)(k/2) =⊕y′∈WM
u̇,e−s(ẏ′),ẇ,ẏ′−1,[1,4]
λ′,e−s(λ),λ,y′(λ)

〈
2|y′|+|w|+|u|+5ρ+ν

〉

= grk(
′′ϑ!(

′′K))k(k/2).

Hence, using 4.17(a), we have

gra+ρ((
′′d!grk((

′′ϑ!(
′′K))k)(k/2))a+ρ)((a+ ρ)/2)

= ⊕y′∈W ⊕y1∈W ;y1·e−s(λ)∈c HomCcB̃2(L
ẏ1
e−s(λ)

,Lu̇
λ′◦Le−s(ẏ′)

e−s(λ)
)

⊗M ẏ1,ẇ,ẏ′−1,[1,3]
e−s(λ),λ,y′(λ)

〈
|y1|+ |w|+ |y′|+ 4ρ+ ν

〉
.

Since u · λ′ ∈ c, for y′ ∈W we have

HomCcB̃2(L
ẏ1
(e−s(λ)

,Lu̇
λ′◦Le−s(ẏ′)

e−s(λ)
) = 0

unless es(λ′) = y′(λ) (see [21, 4.6(b)]) and y′(λ) = es(λ′) (see [21, 2.26(a)]).

Thus we have

gra+ρ+k((
′′d!

′′ϑ!(
′′K))a+ρ+k)((a+ ρ+ k)/2)

= ⊕y′∈W ;y′·λ∈c ⊕y1∈W ;y1·e−s(λ)∈c HomCcB̃2(L
ẏ1
e−s(λ)

,Lu̇
λ′◦Le

−s(ẏ′)
e−s(λ)

)

⊗M ẏ1,ẇ,ẏ′−1,[1,3]
e−s(λ),λ,y′(λ)

〈
|y1|+ |w|+ |y′|+ 4ρ+ ν

〉
.

Setting y1 = e−sy and using that e−sy · e−s(λ) ∈ c if and only if y · λ ∈ c,
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we can rewrite this as follows:

(a) gra+ρ+k((
′′d!

′′ϑ!(
′′K))a+ρ+k)((a+ ρ+ k)/2)

= ⊕y′∈W ;y′·λ∈c ⊕y∈W ;y·λ∈c HomCcB̃2(L
e−sẏ
e−s(λ)

,Lu̇
λ′◦Le−s(ẏ′)

e−s(λ)
)

⊗Me
−sẏ,ẇ,ẏ′−1,[1,3]

e−s(λ),λ,y′(λ)

〈
|y|+ |w|+ |y′|+ 4ρ+ ν

〉
.

4.20. Let y1 ·λ1 ∈ c, y2 ·λ2 ∈ c, y3 ·λ3 ∈ c. From [21, 3.20] we see that:

(a) we have canonically

HomCcB̃2(L
ẏ−1

2

y2(λ2)
,L

ẏ−1

1

y1(λ1)
◦Lẏ3

λ3
) = HomCcB̃2(L

ẏ1
λ1
,Lẏ3

λ3
◦Lẏ2

λ2
).

In the setup of 4.18, we apply 4.18(a), 4.19(a) to w · λ, u · λ′ and we use

the equality

gra+ρ+k((
′d!

′ϑ!(
′K))a+ρ+k)((a+ ρ+ k)/2)

= gra+ρ+k((
′′d!

′′ϑ!(
′′K))a+ρ+k)((a+ ρ+ k)/2)

which comes from ′d!
′ϑ!(

′K) = ′′d!
′′ϑ!(

′′K), see 4.15(a); we obtain

(b) ⊕y∈W ;y·λ∈c ⊕y′∈W ;y′·λ∈c HomCcB̃2(L
ẏ′−1

y′(λ),L
ẏ−1

y(λ)◦L
e
s(u̇)

es(λ′))

⊗Me−s(ẏ),ẇ,ẏ′−1,[1,3]
e−s(λ),λ,y′(λ)

〈
|y|+ |w| + |y′|+ 4ρ+ ν

〉

= ⊕y′∈W ;y′·λ∈c ⊕y∈W ;y·λ∈c HomCcB̃2(L
e
−sẏ

e−s(λ)
,Lu̇

λ′◦Le−s(ẏ′)
e−s(λ)

)

⊗Me−sẏ,ẇ,ẏ′−1,[1,3]
e−s(λ),λ,y′(λ)

〈
|y|+ |w| + |y′|+ 4ρ+ ν

〉
.

4.21. We assume that w · λ, u · λ′ in 4.18 satisfy in addition w · λ ∈ c. We

apply p03! and 〈N〉 for some N to the two sides of 4.20(b). (Recall that

p03 : B̃4 → B̃2.) We obtain

⊕y∈W ;y·λ∈c ⊕y′∈W ;y′·λ∈c HomCcB̃2(L
ẏ′−1

y′(λ),L
ẏ−1

y(λ)◦L
e
s(u̇)

es(λ′))⊗L
e
−s(ẏ)

e−s(λ)
◦Lẇ

λ ◦Lẏ′−1

y′(λ)

= ⊕y∈W ;y·λ∈c ⊕y′∈W ;y′·λ∈c HomCcB̃2(L
e
−sẏ

e−s(λ)
,Lu̇

λ′◦Le
−s(ẏ′)

e−s(λ)
)

⊗Le−sẏ
e−s(λ)

◦ Lẇ
λ ◦ Lẏ′−1

y′(λ).
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Applying (){2(a−ν)} to both sides and using [21, 2.24(a)] we obtain

⊕y∈W ;y·λ∈c ⊕y′∈W ;y′·λ∈c HomCcB̃2(L
ẏ′−1

y′(λ),L
ẏ−1

y(λ)◦L
e
s(u̇)

es(λ′))⊗L
e
−s(ẏ)

e−s(λ)
◦Lẇ

λ ◦Lẏ′−1

y′(λ)

= ⊕y∈W ;y·λ∈c ⊕y′∈W ;y′·λ∈c HomCcB̃2(L
e
−sẏ

e−s(λ)
,Lu̇

λ′◦Le
−s(ẏ′)

e−s(λ)
)

⊗Le−sẏ
e−s(λ)

◦Lẇ
λ ◦Lẏ′−1

y′(λ),

or equivalently

⊕y∈W ;y·λ∈cL
e−s(ẏ)
e−s(λ)

◦Lẇ
λ ◦Lẏ−1

y(λ)◦L
es(u̇)
es(λ′)

= ⊕y′∈W ;y′·λ∈cL
u̇
λ′◦Le−s(ẏ′)

e−s(λ)
◦Lẇ

λ ◦Lẏ′−1

y′(λ).

Using 4.13(d), this can be rewritten as follows:

(a) b(Lẇ
λ,s)◦L

es(u̇)
es(λ′) = Lu̇

λ′◦b(Lẇ
λ,s).

Another identification of the two sides in (a) is given by 4.14(j) with L = Lẇ
λ,s,

L′ = Lu̇
λ′ (note that b(L) = b′(L) by 4.14(d)). In fact, the arguments in 4.13-

4.20 and in this subsection show that

(b) these two identifications of the two sides of (a) coincide.

4.22. Let s′, s′′ ∈ Z. Let

V = {(B0, B1, B2, γUB0
, γ′UB1

);

(B0, B1, B2) ∈ B3, γ ∈ G̃s′ , γ
′ ∈ G̃s′′ , γB0γ

−1 = B1, γ
′B1γ

′−1 = B2}.

Define p01 : V → Zs′ , p12 : V → Zs′′ , p02 : V → Zs′+s′′ by

p01 : (B0, B1, B2, γUB0
, γ′UB1

) 7→ (B0, B1, γUB0
),

p12 : (B0, B1, B2, gUB0
, γ′UB1

) 7→ (B1, B2, γ
′UB1

),

p02 : (B0, B1, B2, γUB0
, γ′UB1

) 7→ (B0, B2, γ
′γUB0

).

For L ∈ D(Zs′), L
′ ∈ D(Zs′′) we set

L • L′ = p02!(p
∗
01L⊗ p∗12L′) ∈ D(Zs′+s′′).

This operation defines a monoidal structure on ⊔s′∈ZD(Zs′). Hence if 1L ∈
D(Zs1),

2L ∈ D(Zs2), . . . ,
rL ∈ D(Zsr), then

1L• 2L• . . . • rL ∈ D(Zs1+···+sr)
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is well defined. Note that, if L ∈ Dm(Zs′), L
′
m ∈ D(Zs′′) then we have

naturally L • L′ ∈ Dm(Zs′+s′′). We show:

(a) For L ∈ D(Zs′), L
′ ∈ D(Zs′′) we have canonically ǫ∗s′+s′′(L•L′) = ǫ∗s′(L)◦

ǫ∗s′′(L
′).

Let

Y = {(xU, yU, γUxBx−1);xU ∈ B̃, yU ∈ B̃; γ ∈ G̃s′}.

Define j : Y → B̃2, j1 : Y → Zs′ , j2 : Y → Zs′′ by

j(xU, yU, γUxBx−1) = (xU, yU),

j1(xU, yU, γUxBx−1) = (xBx−1, γxBx−1γ−1, γUxBx−1),

j2(xU, yU, γUxBx−1) = (γxBx−1γ−1, yBy−1, yUτ s
′+s′′x−1γ−1).

From the definitions we have

ǫ∗s′+s′′(L • L′) = j!(j
∗
1 (L)⊗ j∗2(L′)) = ǫ∗s′(L) ◦ ǫ∗s′′(L′)

and (a) follows.

4.23. Let s′ ∈ Zc. Let L ∈ D♠Zs, L
′ ∈ D♠Zs′ . We show:

(a) If L ∈ D�Zs or L′ ∈ D�Zs′ then L • L′ ∈ D�Zs+s′. If L ∈ D≺Zs or

L′ ∈ D≺Zs′ then L • L′ ∈ D≺Zs+s′.

For the first assertion of (a) we can assume that L = Lẇ
λ,s, L

′ = Lẇ′

λ′,s′

with w · λ ∈ Isn, w
′ · λ′ ∈ Is

′

n and either w · λ � c or w′ · λ′ � c. Assume

that w1 · λ1 ∈ Is+s′
n and Lẇ1

λ1,s+s′ is a composition factor of (L • L′)j . Then

Lẇ1

λ1
= ǫ̃s+s′L

ẇ1

λ1,s+s′ is a composition factor of

ǫ∗s+s′(L • L′)j 〈ρ〉 = (ǫ∗s+s′(L • L′))j+ρ(ρ/2) = (ǫ∗sL ◦ ǫ∗s′L′)j+ρ(ρ/2)

= (ǫ∗sL 〈ρ〉 ◦ ǫ∗s′L′ 〈ρ〉)j−ρ(−ρ/2) = (Lẇ
λ ◦ Lẇ′

λ′ )j−ρ(ρ/2).

From [21, 2.23(b)] we see that w1 · λ1 � c. This proves the first assertion of

(a). The second assertion of (a) can be reduced to the first assertion.

We show:

(b) Assume that L ∈ M♠Zs, L
′ ∈ M♠Zs′ and that either L ∈ D�Zs or

L′ ∈ D�Zs′. If j > a+ ρ− ν then (L • L′)j ∈ M≺Zs+s′.
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We can assume that L = Lẇ
λ,s, L

′ = Lẇ′

λ′,s′ with w · λ ∈ Isn, w′ · λ′ ∈ Is′n and

either w · λ ∈ c or w′ · λ′ ∈ c. Assume that w1 · λ1 ∈ Is+s′
n and that Lẇ1

λ1,s+s′

is a composition factor of (L • L′)j . Then as in the proof of (a), Lẇ1

λ1
is a

composition factor of

ẽs+s′(L • L′)j = (Lẇ
λ ◦ Lẇ′

λ′ )j−ρ(−ρ/2).

Since j − ρ > a − ν we see from [21, 2.23(a)] that w1 · λ1 ≺ c. This proves

(b).

4.24. Let s′ ∈ Zc. For L ∈ Cc0Zs, L
′ ∈ Cc0Zs′ we set

L•L′ = (L • L′){a+ρ−ν} ∈ Cc0Zs+s′ .

Using 4.23(a),(b) we see as in [21, 2.24] that for L ∈ Cc0Zs, L
′ ∈ Cc0Zs′ , L

′′ ∈
Cc0Zs′′ we have

L•(L′•L′′) = (L•L′)•L′′ = (L • L′ • L′′){2a+2ρ−2ν}.

We see that L,L′ 7→ L•L′ defines a monoidal structure on ⊔s′∈Zc
Cc0Zs′ .

Hence if 1L ∈ Cc0Zs1 ,
2L ∈ Cc0Zs2 , . . . ,

rL ∈ Cc0Zsr , then
1L•2L• . . . •rL ∈

Cc0Zs1+···+sr is well defined; we have

(a) 1L•2L• . . . •rL = (1L • 2L • . . . • rL){(r−1)(a+ρ−ν)}.

For L ∈ Cc0Zs, L
′ ∈ Cc0Zs′ we have ǫ̃sL, ǫ̃s′L

′ ∈ Cc0 B̃2. We show:

(b) ǫ̃s+s′(L•L′) = (ǫ̃sL)◦(ǫ̃s′L′).

It is enough to show that

ǫ∗s+s′(gr0((L • L′)a+ρ−ν)((a+ ρ− ν)/2))[ρ](ρ/2)
= gr0((ǫ

∗
sL[ρ](ρ/2) ◦ ǫ∗s′L′[ρ](ρ/2))a−ν )((a − ν)/2))).

The left hand side is equal to

gr0(ǫ
∗
s+s′((L • L′)a+ρ−ν)((a + ρ− ν)/2))[ρ](ρ/2))
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hence it is enough to show:

ǫ∗s+s′((L • L′)a+ρ−ν)((a+ ρ− ν)/2))[ρ](ρ/2)
= (ǫ∗sL[ρ](ρ/2) ◦ ǫ∗s′L′[ρ](ρ/2))a−ν ((a− ν)/2))

that is,

ǫ∗s+s′((L • L′)a+ρ−ν)[ρ] = (ǫ∗sL[ρ] ◦ ǫ∗s′L′[ρ])a−ν ,

or, after using 4.3(b):

(ǫ∗s+s′(L • L′))a+2ρ−ν = (ǫ∗sL ◦ ǫ∗s′L′)a+2ρ−ν .

It remains to use that ǫ∗s+s′(L • L′) = ǫ∗sL ◦ ǫ∗s′L′, see 4.22(a).

4.25. In the setup of 4.14 let

⋄Y=T2\{((x0U, x1U, x2U, x3U), γ)∈B̃4×G̃s; γ∈x3Uτ sx−1
0 ,γ∈x2Uτ sx−1

1 }

where T2 acts freely by

(t1, t2) : ((x0U, x1U, x2U, x3U), γ) 7→ ((x0t1U, x1t2U, x2t2U, x3t1U), γ).

We define ⋄η : ⋄Y → Zs by

((x0U, x1U, x2U, x3U), γ) 7→ ǫs(x1U, x2U).

We define d : ⋄Y → Zs by

((x0U, x1U, x2U, x3U), γ) 7→ ǫs(x0U, x3U).

We define b′′ : D(Zs)→ D(Zs) and b′′ : Dm(Zs)→ Dm(Zs) by

b′′(L) = d!(
⋄η)∗L.

From the definitions it is clear that

(a) b′(L) = ǫ∗sb
′′(L).

Using (a) we see that 4.14(a),(b),(c) imply the following statements.

(b) If L ∈ D�(Zs), then b′′(L) ∈ D�Zs. If L ∈ D≺(Zs) then b′′(L) ∈ D≺Zs.
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(c) If L ∈ M�(Zs) and h > 2ν + 2a then (b′′(L))h ∈ M≺B̃2.

We define b′′ : Cc0(Zs)→ Cc0 (Zs) by

b′′(L) = gr2ν+2a((b
′′(L))2ν+2a)(ν + a).

Using results in 4.3 we see that, if L ∈ Cc0Zs, then

(d) b′(L) = ǫ̃s(b
′′(L)).

5. The monoidal category CcB̃2

5.1. In this section, c, a, o, n,Ψ are as in 3.1(a).

Define δ : B̃ → B̃2 by xU 7→ (xU, xU). For w · λ ∈ c we set

βw·λ = H−a+|w|(δ∗(Lẇ♯
λ ))((−a+ |w|)/2).

By [21, 4.1] we have

(a) dimβw·λ = 1 if w · λ ∈ Dc, dimβw·λ = 0 if w · λ /∈ Dc.

We set

1′ = ⊕d·λ∈Dc
β∗d·λ ⊗ Lḋ

λ ∈ Cc0 B̃2.

Here β∗d·λ is the vector space dual to βd·λ.

5.2. For L ∈ Dm(B̃2) we set L† = h̃∗L where h̃ : B̃2 → B̃2 is as in 3.1. By

[21, 4.4(b)], we have:

(a) If L ∈ Cc0 B̃2 then D(L†) ∈ Cc0 B̃2. If L ∈ CcB̃2 then D(L†) ∈ CcB̃2.

5.3. The bifunctor Cc0 B̃2 × Cc0 B̃2 → Cc0 B̃2, L,L′ 7→ L◦L′ in 3.10 gives rise

to a bifunctor CcB̃2 × CcB̃2 → CcB̃2 denoted again by L,L′ 7→ L◦L′ as

follows. Let L ∈ CcB̃2, L′ ∈ CcB̃2; by replacing if necessary Ψ by a power,

we choose mixed structures of pure weight 0 on L,L′, we define L◦L′ as in

3.10 in terms of these mixed structures and we then disregard the mixed

structure on L◦L′. The resulting object of CcB̃2 is denoted again by L◦L′;

it is independent of the choice of Ψ which defines the mixed structures.

Similarly for s, s′ in Zc, the bifunctor Cc0Zs × Cc0Zs′ → Cc0Zs+s′ , L,L
′ 7→

L•L′ in 4.24 gives rise to a bifunctor CcZs×CcZs′ → CcZs+s′ denoted again
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by L,L′ 7→ L•L′. Moreover, b : Cc0Zs → Cc0 B̃2 in 4.13 can be also viewed as

a functor b : CcZs → CcB̃2.

The operation L•L′ (resp. L◦L′) makes ⊔s∈Zc
CcZs (resp. CcB̃2) into a

monoidal abelian category (see 4.24, 3.10). By [21, 4.5(a)], we have:

(a) For L,L′ in CcB̃2 we have canonically

HomCcB̃2(1
′, L◦L′) = HomCcB̃2(D(L′†), L).

5.4. We set

(a) 1 = ⊕d·λ∈Dc
βd·λ ⊗ Lḋ−1

λ ∈ Cc0 B̃2.

Here βd·λ is as in 5.1. By [21, 4.7(g)],

(a) 1 = 1′ is a unit object of the monoidal category CcB̃2.

By [21, 4.8], this monoidal category has a natural rigid structure.

5.5. In the remainder of this section we fix s ∈ Zc.

In this case, (es)∗ defines an equivalence of categories CcB̃2 → CcB̃2; this
follows from 3.11(a).

By analogy with [20, 6.2] and slightly extending a definition in [22,

3.1], we define an es-half-braiding for an object L ∈ CcB̃2, as a collection

eL = {eL(L);L ∈ CcB̃2} where eL(L) is an isomorphism (es)∗(L)◦L ∼→ L◦L
such that eL(1) = IdL and such that (i), (ii) below hold:

(i) If L
t→ L′ is a morphism in CcB̃2 then the diagram

(es)∗(L)◦L eL(L)−−−−→ L◦L
(es)∗(t)•1

y 1•t

y

(es)∗(L′)◦L eL(L
′)−−−−→ L◦L′

is commutative.

(ii) If L,L′ ∈ CcB̃2 then eL(L◦L′) : (es)∗(L◦L′)◦L → L◦(L◦L′) is equal to

the composition
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(es)∗(L)◦(es)∗(L′)◦L 1◦eL(L
′)−→ (es)∗(L)◦L◦L′ eL(L)◦1−→ L◦L◦L′.

(When s = 0 this reduces to the definition of a half-braiding for L given in

[22, 3.1].)

Let Zc
es be the category whose objects are the pairs (L, eL) where L is

an object of CcB̃2 and eL is an es-half-braiding for L. For (L, eL), (L′, eL′)

in Zc
es we define HomZc

e
s
((L, eL), (L′, eL′)) to be the vector space consisting

of all t ∈ HomCcB̃2(L,L′) such that for any L ∈ CcB̃2 the diagram

(es)∗(L)◦L eL(L)−−−−→ L◦L
1◦t

y t◦1

y

(es)∗(L)◦L′ eL(L
′)−−−−→ L′◦L

is commutative. We say that Zc
es is the e

s-centre of CcB̃2. By a variation of a

result of [22], [4] (which concerns the usual centre), the additive category Zc
es

is semisimple, with finitely many isomorphism classes of simple objects. By

a variation of a general result on semisimple rigid monoidal categories in [4,

Proposition 5.4], for any L ∈ CcB̃2 one can define directly an es-half-braiding

on the object

Is(L) = ⊕y·λ∈c(e
s)∗(Lẏ

λ)◦L◦L
ẏ−1

y(λ) = ⊕y·λ∈cL
e
−s(λ)

e−s(y)
◦L◦Lẏ−1

y(λ)

of CcB̃2 such that, denoting by Is(L) the corresponding object of Zc
es , we

have canonically

(a) HomCcB̃2(L,L
′) = HomZc

e
s
(Is(L), L′)

for any L′ ∈ Zc
es . (We use that for y ·λ ∈ c, the dual of the simple object Lẏ

λ

is Lẏ−1

y(λ), see [21, 4.4(c)]; we also use 3.11(a).) The es-half-braiding on Is(L)
can be described as follows: for any X ∈ CcB̃2 we have canonically

(es)∗(X)◦Is(L)
= ⊕y·λ∈c(e

s)∗(X)◦(es)∗(Lẏ
λ)◦L◦L

ẏ−1

y(λ)

= ⊕y·λ∈c,z·λ′∈cHomCcB̃2((e
s)∗(Lż

λ′), (es)∗(X◦Lẏ
λ))⊗ (es)∗(Lż

λ′)◦L◦Lẏ−1

y(λ)

= ⊕y·λ∈c,z·λ′∈cHomCcB̃2(L
ż
λ′ ,X◦Lẏ

λ)⊗ (es)∗(Lż
λ′)◦L◦Lẏ−1

y(λ)
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= ⊕y·λ∈c,z·λ′∈cHomCcB̃2(L
ẏ−1

y(λ),L
ż−1

z(λ′) ⊗X)⊗ (es)∗(Lż
λ′)◦L◦Lẏ−1

y(λ)

= ⊕z·λ′∈c(e
s)∗(Lż

λ′)◦L◦Lż−1

z(λ′) ⊗X = Is(L)◦X.

(The fourth equality uses 4.20(a); we have also used 3.11(a).) We show:

(b) If z · λ ∈ c and Is(Lż
λ) 6= 0 then z · λ ∈ cs.

For some y · λ′ ∈ c we have L
e−s(ẏ)
e−s(λ′)

◦Lż
λ 6= 0 (hence e−s(λ′) = z(l)) and

Lż
λ◦L

ẏ−1

y(λ′) 6= 0 (hence λ = λ′). It follows that z(λ) = e−s(λ) and (b) is

proved.

5.6. By 4.13(d), for z · λ ∈ cs we have canonically

(a) b(Lż
λ,s) = Is(Lż

λ)

as objects of CcB̃2. Here b : CcZs → CcB̃2 is as in 5.3. Now Is(Lż
λ) has a

natural es-half-braiding (by 5.5) and b(Lż
λ,s) has a natural es-half-braiding

(by 4.14(j)). By 4.21(b),

(b) these two es-half-braidings are compatible with the identification (a).

In view of (a), (b) we can reformulate 5.5(a) as follows.

Theorem 5.7. For any z · λ ∈ cs, L′ ∈ Zc
es , we have canonically

(a) HomCcB̃2(L
ż
λ, L

′) = HomZc

e
s
(b(Lż

λ,s), L
′)

where b(Lż
λ,s) is b(Lż

λ,s) viewed as an object of Zc
es with the es-half-braiding

given by 4.14(j).

5.8. We set

1′0 = ⊕d·λ∈Dc
β∗d·λ ⊗ Lḋ

λ,0 ∈ CcZ0.

From the definitions we have ǫ̃01
′
0 = 1′. Since 1′ = 1, we have also ǫ̃01

′
0 = 1.

We show:

(a) For L ∈ CcZ−s, L
′ ∈ CcZs we have

HomM(Z0)(1
′
0, L•L′) = HomM(Z−s)(D(L′†), L).
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We can assume that L = Lẇ
λ,−s, L

′ = Lẇ′

λ′,s where w ·λ ∈ c−s, w′ ·λ′ ∈ cs.

Using the fully faithfulness of ǫ̃0 : M(Z0) → MB̃2, ǫ̃−s : M(Z−s) →
MB̃2, and the equality ǫ̃01

′
0 = 1, we see that it is enough to prove that

HomM(B̃2)(1, ǫ̃0(L•L′)) = HomMB̃2(ǫ̃−s(D(L′†)), ǫ̃−s(L)).

From 4.3 we have ǫ̃−s(L) = Lẇ
λ , ǫ̃s(L

′) = Lẇ′

λ′ , ǫ̃−s(L
ẇ′−1

w′(λ′),−s) = Lẇ′−1

w′(λ′).

From 4.3(e) we have

ǫ̃−s(D(L′†)) = ǫ̃−s(D(Lẇ′−1

w′(λ′−1),−s)) = ǫ̃−s(L
ẇ′−1

w′(λ′),−s) = Lẇ′−1

w′(λ′).

(We have use that D(Lẇ′−1

w′(λ′−1),−s)=Lẇ′−1

w′(λ′),−s which follows from [21, 4.4(a)])

Using 4.24(b), we have

ǫ̃0(L•L′) = (ǫ̃−sL)◦(ǫ̃sL′) = Lẇ
λ ◦Lẇ′

λ′ .

Hence it is enough to prove

HomMB̃2(1,L
ẇ
λ ◦Lẇ′

λ′ ) = HomMB̃2(L
ẇ′−1

w′(λ′),L
ẇ
λ ).

This follows from [21, 4.5(a)].

6. Truncated induction, truncated restriction,

truncated convolution

6.1. In this section we fix s ∈ Z.

Let Żs = {(B,B′, γ) ∈ B × B × G̃s; γBγ
−1 = B′}. We have a diagram

(a) Zs
f← Żs

π→ G̃s

where f(B,B′, γ) = (B,B′, γUB), π(B,B
′, γ) = γ. Note that G acts on

Zs by g : (B,B′, γUB) 7→ (gBg−1, gB′g−1, gγg−1UgBg−1), on Żs by g :

(B,B′, γ) 7→ (gBg−1, gB′g−1, gγg−1), on G̃s by g : γ 7→ gγg−1; moreover, f

and π are compatible with these G-actions. We define χ : D(Zs) → D(G̃s)

by

χ(L) = π!f
∗L.
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For any w · λ ∈ I we define Rẇ
λ,s ∈ D(G̃s), R

ẇ
λ,s ∈ D(G̃s) by

Rẇ
λ,s = χ(Lẇλ,s), Rẇ

λ,s = χ(Lẇ♯
λ,s), if w · λ ∈ Is,

Rẇ
λ = 0, Rẇ

λ = 0 if w · λ /∈ Is.

Assume now that s 6= 0 and that we are in case A. In this case, the

conjugation G-action on G̃s is transitive, see 2.1, and the stabilizer of τ s for

this G-action is the finite group Ge
s
= {g ∈ G; es(g) = g}.

With the notation of 4.1, for w ∈W we have isomorphisms

Xw
s

∼→ π−1(τ s) ∩ f−1(Zw
s ), X̄

w
s

∼→ π−1(τ s) ∩ f−1(Z̄w
s )

given by B 7→ (B, es(B), τ s). Using this, and the transitivity of the G-

action on G̃s, we see that for w · λ ∈ Is and for j ∈ Z, (Rẇ
λ,s)

j [−∆] (resp.

(Rẇ
λ,s)

j [−∆]) is the G-equivariant local system on G̃s whose stalk at τ s is

Hj−∆
c (Xz

s ,F ẇ
λ,s)[∆] (resp. IHj−∆(X̄z

s ,F ẇ
λ,s)[∆]) with the Ges-action consid-

ered in 4.1.

We return to the general case. We say that a simple perverse sheaf A

on G̃s is a character sheaf if the following equivalent conditions are satisfied:

(i) there exists w · λ ∈ I such that (A : ⊕j(R
ẇ
λ,s)

j) 6= 0;

(ii) there exists w · λ ∈ I such that (A : (Rẇ
λ,s)

j) 6= 0.

In case A with s 6= 0, if A satisfies either (i) or (ii), then it must be G-

equivariant, hence A[−D] must be a G-equivariant local system whose stalk

at τ s viewed as a Ges-module is irreducible, so that in this case the equiv-

alence of (i),(ii) follows from the equivalence of (i), (ii) in 4.1. In case A

with s = 0 the equivalence of (i),(ii) follows from [11, 12.7]; a similar proof

applies in case B (see also [14, 28.13]).

A character sheaf A determines a W -orbit o on s∞: the set of λ ∈
s∞ such that (A : ⊕j(R

ẇ
λ,s)

j) 6= 0 for some w ∈ W (or equivalently (A :

⊕j(R
ẇ
λ,s)

j) 6= 0 for some w ∈ W ); we have necessarily es(o) = o. In case A

with s 6= 0 this follows from 4.1. In case A with s = 0 this follows from [11,

11.2(a), 12.7]; a similar proof applies in case B.
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We now fix o ∈ W\s∞ such that es(o) = o. We say that A is an o-

character sheaf if the W -orbit on s∞ determined by A is o. Let CSo,s be a

set of representatives for the isomorphism classes of o-character sheaves on

G̃s. In case A with s 6= 0 we have a natural bijection CSo,s ↔ Irro(G
e
s
)

(notation of 4.1); to A ∈ CSo,s corresponds the stalk of the G-equivariant

local system A[−∆] at τ s, viewed as an irreducible Ges-module.

Let o ∈ W\s∞ be such that es(o) = o. With notation in 2.4 we have

the following result.

(b) There exists a pairing CSo,s × Irrs(H
1
o) → Q̄l, (A,E) 7→ bA,E such that

for any A ∈ CSo,s, any z · λ ∈ I with λ ∈ o and any j ∈ Z we have

(A : (Rż
λ,s)

j) = (−1)j+∆(j −∆− |z|;
∑

E∈Irrs(H1
o)

bA,Etr(escz·λ, E
v)).

Assume first that z · λ ∈ Is. In case A with s 6= 0, (b) follows from 4.1(b).

In case A with s = 0, (b) is a reformulation of [11, 14.11], see [21, 5.1]. In

case B, (b) can be deduced from [15, 34.19] and the quasi-rationality result

[16, 39.8]. (In loc.cit. there is the assumption that the adjoint group of G is

simple, which was made to simplify the arguments.)

Next we assume tha z ·λ ∈ I− Is. Then the left hand side of (a) is zero;

hence it is enough to show that tr(escz·λ, E
v) = 0 for any E ∈ Irrs(H

1
o). We

have a direct sum decomposition Ev = ⊕λ′∈s∞1λ′Ev. It is enough to show

that for λ′ ∈ s∞ we have escz·λ(1λ′Ev) ⊂ 1λ′′Ev where λ′′ ∈ s∞, λ′′ 6= λ′.

We can assume that λ′ = λ. We have

escz·λ(1λE
v) ⊂ es(1z(λ)E

v) = 1es(z(λ)E
v.

It is enough to show that es(z(λ)) 6= λ that is, z(λ) 6= e−s(λ); this follows

from z · λ /∈ Is.

Given A ∈ CSo,s, there is a unique two-sided cell cA of I such that

bA,E = 0 whenever E ∈ Irrs(H
1
o) satisfies cE 6= cA. In case A with s 6= 0

this follows from results in [6], under the assumption that the centre of G is

connected; but the argument in [6] extends to the general case. In case A

with s = 0 this follows from [11, 16.7]. In case B this follows from [17, §41].
We have necessarily cA ⊂ Io. As in [17, 41.8], [18, 44.18], we see that:
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(c) We have (A : ⊕j(R
ż
λ,s)

j) 6= 0 for some z · λ ∈ cA; conversely, if z · λ ∈ I
is such that (A : ⊕j(R

ż
λ,s)

j) 6= 0, then cA � z · λ.

Let aA be the value of the a-function on cA. If z · λ ∈ Is, E ∈ Irrs(H
1
o)

satisfy tr(escz·λ, E
v) 6= 0 then cE � z · λ; if in addition we have z · λ ∈ cE

then from the definitions we have

tr(escz·λ, E
v) =

∑

h≥0

cz·λ,E,h,sv
aE−h

where cz·λ,E,h,s ∈ Q̄l is zero for large h, cz·λ,E,0,s = tr(estz·λ, E
∞) and aE is

as in 1.13. Hence from (b) we see that for A ∈ CSo,s and z · λ ∈ Io, j ∈ Z,

the following holds:

(d) We have (A : (Rż
λ,s)

j) = 0 unless cA � z · λ; if z · λ ∈ cA, then

(A : (Rż
λ,s)

j) = (−1)j+∆(j−∆−|z|;
∑

E∈Irrs(H1
o
);cE=cA;h≥0

bA,Ecz·λ,E,h,sv
aA−h)

which is 0 unless j −∆− |z| ≤ aA.

In the remainder of this section let c, a, n,Ψ be as in 3.1(a). We assume

that w · λ ∈ c =⇒ λ ∈ o.

Note that χ can be also viewed as a functor χ : Dm(Zs)→ Dm(G̃s).

Let M�G̃s (resp. M≺G̃s) be the category of perverse sheaves on G̃s

whose composition factors are all of the form A ∈ CSo,s with cA � c (resp.

cA ≺ c). Let D�G̃s (resp. D≺G̃s) be the subcategory of D(G̃s) whose

objects are complexes K such that Kj is inM�G̃s (resp. M≺G̃s) for any j.

Let D�
mG̃s (resp. D≺

mG̃s) be the subcategory of Dm(G̃s) whose objects are

also in D�G̃s (resp. D≺G̃s).

Let z · λ ∈ Io. From (d) we deduce:

(e) If z · λ � c, then (Rż
λ,s)

j ∈M�G̃s for all j ∈ Z.

(f) If z · λ ∈ c and j > a+∆+ |z| then (Rż
λ,s)

j ∈ M≺G̃s.

(g) If z · λ ≺ c then (Rż
λ,s)

j ∈ M≺G̃s for all j ∈ Z.

6.2. Let CSc,s = {A ∈ CSo,s; cA = c}. For any z · λ ∈ I we set

nz = a(z) + ∆ + |z|.
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Let A ∈ CSc,s and let z · λ ∈ c. We have

(a) (A : (Rż
λ,s)

nz) = (−1)a+|z|
∑

E∈Irrs(H1
o)

bA,Etr(estz·λ, E
∞).

Indeed, from 6.1(b) we have

(A : (Rż
λ,s)

nz) = (−1)a+|z|
∑

E∈Irrs(H1
o
)

bA,E(a; tr(escz·λ, E
v))

and it remains to use that (a; tr(escz·λ, E
v)) = tr(estz·λ, E

∞). We show:

(b) For any A ∈ CSc,s there exists E ∈ Irrs(H
1
o) such that bA,E 6= 0 hence

cE = c.

Assume that this is not so. Then, using 6.1(b), for any z · λ ∈ Io we have

(A : ⊕j(R
ż
λ,s)

j) = 0. This contradicts the assumption that A ∈ CSo,s. We

show:

(c) For any A ∈ CSc,s there exists z · λ ∈ c such that (A : (Rż
λ,s)

nz) 6= 0.

Assume that this is not so. Then, using (a), we see that

∑

E∈Irrs(H1
o);cE=c

bA,Etr(estz·λ, E
∞) = 0

for any z · λ ∈ c. If z · λ ∈ Io − c then the last sum is automatically zero

since tz·λ acts as 0 on E∞ for each E in the sum. Thus we have

∑

E∈Irrs(H1
o
);cE=c

bA,Etr(estz·λ, E
∞) = 0

for any z · λ ∈ Io. In the last sum the condition cE = c is automatically

satisfied if bA,E 6= 0. Thus we have

∑

E∈Irrs(H1
o)

bA,Etr(estz·λ, E
∞) = 0

for any z · λ ∈ Io. By a general argument (see for example [15, 34.14(e)]),

the linear functions tz·λ 7→ tr(estz·λ, E
∞), Jo → Q̄l (for various E as in the

last sum) are linearly independent. It follows that bA,E = 0 for each E as in

the last sum. This contradicts (b).
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We show:

(d) Let z · λ ∈ c be such that (Rż
λ,s)

nz 6= 0. Then z · λ ∼
left

ees(z−1) · es(z(λ)) and z · λ ∼
left

ees(z−1) · λ.
Using (a) we see that there exists E ∈ Irrs(H

1
o) such that tr(estz·λ, E

∞) 6=
0. We have E∞ = ⊕d·λ1∈D∩otd·λ1

E∞. We define d · λ1 ∈ D ∩ o by the

condition that z · λ ∼
left

d ·λ1. We define d′ · λ′1 ∈ D∩ o by the condition that

z−1 · z(λ) ∼
left

d′ · λ′1. Now tz·λ : E∞ → E∞ maps the summand td·λ1
E∞ into

the summand td′·λ′
1
E∞ and all other summands to zero. Moreover, es maps

td′·λ′
1
E∞ into tes(d′)·es(λ′

1
)E

∞. Hence estz·λ : E∞ → E∞ maps the summand

td·λ1
E∞ into the summand tes(d′)·es(λ′

1
)E

∞ and all other summands to zero.

Since tr(estz·λ, E
∞) 6= 0 it follows that td·λ1

E∞ = tes(d′)·es(λ′
1
)E

∞ 6= 0.

Since es(d′) · es(λ′1) ∈ D ∩ o, it follows that d · λ1 = es(d′) · es(λ′1). Since

es(z−1) ·es(z(λ)) ∼
left

es(d′) ·es(λ′1), we see that z ·λ ∼
left

es(z−1) ·es(z(λ)). To
complete the proof, it remains to note that es(z(λ)) = λ that is z · λ ∈ Is.
This follows from the fact that (Rż

λ,s)
nz 6= 0.

We show:

(e) If CSc,s 6= ∅ then es(c) = c.

Using (c) and the hypothesis we see that there exists z · λ ∈ c such that

(Rż
λ,s)

nz 6= 0. Using (d), we see that es(z−1)·es(z(λ)) ∈ c. Since z−1·z(λ) ∈ c

(see Q10 in 1.9) we have also es(z−1) ·es(z(λ)) ∈ es(c). Thus, c∩ es(c) 6= ∅.
It follows that es(c) = c.

6.3. Until the end of 6.7 we assume that s ∈ Zc.

We show:

(a) If L ∈ D�Zs then χ(L) ∈ D�G̃s. If L ∈ D≺Zs then χ(L) ∈ D≺G̃s.

(b) If L ∈M�Zs and j > a+ ν then (χ(L))j ∈ M≺G̃s.

It is enough to prove (a),(b) assuming in addition that L = Lż
λ,z where

z ·λ ∈ Is, z ·λ � c. Then (a) follows from 6.1(e), (g). In the setup of (b) we

have

(χ(Lż
λ,s))

j = (Rż
λ)

j+|z|+ν+ρ((|z| + ν + ρ)/2)

and this is inM≺G since j + |z|+ ν + ρ > a+∆+ |z|, see 6.1(f).
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6.4. Let C♠G̃s be the subcategory of M(G̃s) consisting of semisimple ob-

jects. Let C♠0 G̃s be the subcategory ofMm(G̃s) consisting of objects of pure

of weight zero. Let CcG̃s be the subcategory ofM(G̃s) consisting of objects

which are direct sums of objects in CSc,s. Let Cc0 G̃s be the subcategory of

C♠0 G̃s consisting of those K such that, as an object of C♠G̃s, K belongs to

CcG̃s. For K ∈ C♠0 G̃s let K be the largest subobject of K such that as an

object of C♠G̃s, we have K ∈ CcG̃s.

6.5. For L ∈ Cc0Zs we set

χ(L) = (χ(L))a+ν((a+ ν)/2) = (χ(L)){a+ν} ∈ Cc0G̃s.

(The last equality uses that π in 6.1 is proper hence it preserves purity.) The

functor χ : Cc0Zs → Cc0 G̃s is called truncated induction. For z · λ ∈ cs we

have

(a) χ(Lż
λ,s) = (Rż

λ,s)
nz (nz/2).

Indeed,

χ(Lż
λ,s) = (χ(Lż

λ,s))
a+ν((a+ ν)/2) = (χ(Lż♯λ,s 〈|z|+ ν + ρ〉))a+ν((a+ ν)/2)

= (χ(Lż♯λ,s))|z|+a+∆((|z| + a+∆)/2) = (χ(Lż♯λ,s))nz (nz/2)

= (Rż
λ,s)

nz(nz/2).

Using (a) and 6.2(d) we see that:

(d) If z · λ ∈ cs is such that χ(Lż
λ,s) 6= 0 then z · λ ∼

left
ees(z−1) · λ.

6.6. For z · λ, z′ · λ′ in cs we show:

(a) dimHomCcG̃s
(χ(Lż

λ,s), χ(L
ż′

λ′,s))=
∑

u·λ1∈c

t(tu−1·u(λ1)tz·λtes(u)·es(λ1)tz′−1·z′(λ′))

where t : H∞ → Z is as in 1.9.

Let ()♠ : Q̄l → Q̄l be a field automorphism which maps any root of 1 in Q̄l

to its inverse. The field automorphism Q̄l(v) → Q̄l(v) which maps v to v

and x ∈ Q̄l to x
♠ is denoted again by ♠.
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Let N1 (resp. N2) be the left (resp. right) hand side of (a). Using 6.5(a)

and the definitions we see that

(b) N1 =
∑

A∈CSc,s

(A : (Rż
λ,s)

nz)(A : (Rż′

λ′,s)
nz′ ).

Using 6.2(a) and the analogous identity for (A : (Rż′

λ′,s)
nz′ ) in which the field

automorphism ()♠ : Q̄l → Q̄l is applied to both sides (the left hand side is

fixed by ()♠), we deduce that

N1 = (−1)|z|+|z′|
∑

E,E′∈Irrs(H1
o)

∑

A∈CSc,s

bA,Eb
♠
A,E′tr(estz·λ, E

∞)tr(estz′·λ′ , E′∞)♠.

In the last sum we replace
∑

A∈CSc,s
bA,Eb

♠
A,E′ by 1 if E′ = E and by 0 if

E′ 6= E. (In case A with s 6= 0 we use [6, 3.9(i)] which assumes that the

centre of G is connected, but a similar proof applies without assumption on

the centre. In case A with s = 0 and in case B we use [15, 35.18(g)].)

We see that

N1 = (−1)|z|+|z′|
∑

E∈Irrs(H1
o
)

tr(estz·λ, E
∞)tr(estz′·λ′ , E∞)♠.

We now use the equality (for E ∈ Irrs(H
1
o)):

tr(estz′·λ′ , E∞)♠ = tr(tz′−1·z′(λ′)e
−1
s , E∞)

which can be deduced from [15, 34.17]. We see that

N1 = (−1)|z|+|z′|
∑

E∈Irrs(H1
o
)

tr(estz·λ, E
∞)tr(tz′−1·z′(λ′)e

−1
s , E∞).

This is equal to (−1)|z|+|z′| times the trace of the linear map

ξ 7→ tz·λe
s(ξ)tz′−1·z′(λ′) from Jo to Jo; hence it is equal to

(−1)|z|+|z′|
∑

u·λ1∈o

t(tu−1·u(λ1)tz·λtes(u)·es(λ1)tz′−1·z′(λ′)) = (−1)|z|+|z′|N2.

(In the last sum, the terms with u · λ1 ∈ o − c contribute 0.) Thus, N1 =

(−1)|z|+|z′|N2. SinceN1 andN2 are natural numbers it follows thatN1 = N2.

This proves (a).
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The proof above shows also that dimHomCcG̃s
(χ(Lż

λ,s), χ(L
ż′

λ′,s)) = 0

whenever (−1)|z|+|z′| = −1.

Replacing in (a) u · λ1 by e−s(y) · e−sλ1 (recall that es : c → c is a

bijection) we can rewrite (a) as follows:

dimHomCcG̃s
(χ(Lż

λ,s), χ(L
ż′

λ′,s))=
∑

y·λ1∈c

t(tǫ−s(y−1)·e−s(y(λ1))tz·λty·λ1
tz′−1·z′(λ′)).

Since N1 (in the form (b)) is symmetric in z · λ, z′ · λ′, we have also

dimHomCcG̃s
(χ(Lż

λ,s), χ(L
ż′

λ′,s))=
∑

y·λ1∈c

t(tǫ−s(y−1)·e−s(y(λ1))tz′·λ′ty·λ1
tz−1·z(λ)).

Replacing y ·λ1 by y−1 ·y(λ1) (recall that y ·λ1 7→ y−1 ·y(λ1) is an involution

c→ c) we can rewrite this as follows:

(c) dimHomCcG̃s
(χ(Lż

λ,s), χ(L
ż′

λ′,s))

=
∑

y·λ1∈c

t(tǫ−s(y)·e−s(λ1)tz′·λ′ty−1·y(λ1)tz−1·z(λ)).

We show:

(d) There exist z · λ ∈ cs such that χ(Lż
λ,s) 6= 0.

Let k = u · λ1 ∈ c. Then es(k) ∈ c, k! ∈ c hence by 1.15(d) we have

tk!tjtes(k) 6= 0 for some j ∈ I. From 2.5(a) we deduce that j ∈ cs. We

can find j′ = z′ · λ′ ∈ c such that tj′ appears with nonzero coefficient in

tk!tjtes(k). It follows that t(tk!tjtes(k)tj′!) 6= 0. Since t(ξξ′) = t(ξ′ξ) for

ξ, ξ′ ∈ H∞ we deduce that t(tes(k)tj′!tk!tj) 6= 0. In particular we have

tes(k)tj′!tk! 6= 0. Applying the antiautomorphism tu 7→ tu! of H∞ we deduce

tktj′tes(k!) 6= 0. Using again 2.5(a) we deduce that j′ ∈ cs. If i ∈ c, j ∈ I
satisfy ti!tjtes(i) 6= 0 then j ∈ cs. Since t(th!tjtes(h)tj′!) ∈ N for any h ∈ c

and t(tk!tjtes(k)tj′!) 6= 0, we see that
∑

h∈c t(th!tjtes(h)tj′!) ∈ N>0. Using

this and (a), we see that

dimHomCcG̃s
(χ(Lż

λ,s), χ(L
ż′

λ′,s)) ∈ N>0.

This proves (d).
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The following converses to 6.2(e) is an immediate consequence of (d):

(e) We have CSc,s 6= ∅.

6.7. Let L ∈ Cc0Zs. We show that D(L) ∈ Cc̃0Zs. (Here c̃ is as in 1.14.) It is

enough to note that for w · λ ∈ cs and ω ∈ κ−1
0 (w) we have

(a) (a) D(Lω
λ,s) = Lω

λ−1,s.

We show:

(b) For L ∈ Cc0Zs we have canonically χ(D(L)) = D(χ(L)) where the first χ

is relative to c̃ instead of c.

Let π, f, Żs be as in 6.1. By the relative hard Lefschetz theorem [1, 5.4.10]

applied to the projective morphism π and to f∗L 〈ν〉 (a perverse sheaf of

pure weight 0 on Żs) we have canonically for any j ∈ Z:

(c) (π!f
∗L 〈ν〉)−j = (π!f

∗L 〈ν〉)j(j).

We have used the fact that f is smooth with fibres of dimension ν. This also

shows that

(d) D(χ(D(L))) = χ(L) 〈2ν〉 .

Using (d) we have

D(χ(D(L))) = D((χ(D(L)))a+ν((a+ ν)/2)))

= (D(χ(D(L))))−a−ν((−a− ν)/2)
= (χ(L) 〈2ν〉)−a−ν((−a− ν)/2) = (χ(L) 〈ν〉)−a(−a/2).

Hence using (c) we have

D(χ(D(L))) = (χ(L) 〈ν〉)a(a/2) = (χ(L))a+ν((a+ ν)/2) = χ(L).

This proves (b).

6.8. We define ζ : D(G̃s) → D(Zs) and ζ : Dm(G̃s) → Dm(Zs) by ζ(K) =

f!π
∗K where Zs

f← Żs
π← G̃s is as in 6.1(a). We show:

(a) For any L ∈ D(Zs) or L ∈ Dm(Zs) we have b′′(L) = ζ(χ(L)).
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We have ζ(χ(L)) = f!π
∗π!f

∗(L). We have

Żs ×G̃s
Żs = {((B0, B1, B2, B3), γ) ∈ B4 × G̃s; γB0γ

−1 = B3, g̃B1g̃
−1 = B2}.

We have a cartesian diagram

Żs ×G̃s
Żs

π̃1−−−−→ Żs

π̃2

y π

y

Żs
π−−−−→ G̃s

where π̃1((B0, B1, B2, B3), γ) = (B0, B3, γ), π̃2((B0, B1, B2, B3), γ) = (B1,

B2, γ). It follows that π
∗π! = π̃1!π̃

∗
2. Thus,

ζ(χ(L)) = f!π̃1!π̃
∗
2f

∗(L) = (fπ̃1)!(fπ̃2)
∗(L).

Define π′1 : Żs ×G̃s
Żs → Zs, π

′
2 : Żs ×G̃s

Żs → Zs by

π′1((B0, B1, B2, B3), γ) = (B0, B3, γUB0
),

π′2((B0, B1, B2, B3), γ) = (B1, B2, γUB1
).

Then π′1 = fπ̃1, π
′
2 = fπ̃2 and ζ(χ(L)) = π′1!π

′
2
∗(L). Let ⋄Y be as in 4.14.

We have an isomorphism ⋄Y → Żs ×G̃s
Żs induced by

((x0U, x1U, x2U, x3U), γ) 7→ ((x0Bx
−1
0 , x1Bx

−1
1 , x2Bx

−1
2 , x3Bx

−1
3 ), γ).

We use this to identify ⋄Y = Żs ×G̃s
Żs. Then π′1, π

′
2 become d, ⋄η of 4.25.

We see that (a) holds.

6.9. In the remainder of this section we assume that s ∈ Zc.

Let z · λ ∈ o. We set Σ = ǫ∗sζ(R
ż
λ,s) 〈2ν + |z|〉 ∈ D(B̃2). Let j ∈ Z. We

show:

(a) If z · λ � c, then Σj ∈ M�B̃2.
(b) If z · λ ≺ c, then Σj ∈ M≺B̃2.
(c) If z · λ ∈ c and j > ν + 2ρ+ 2a, then Σj ∈ M≺B̃2.

If z · λ /∈ Is, then Σ = 0 and there is nothing to prove. Now assume that
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z · λ ∈ Is. Using 4.9(a), we have

Σ = ǫ∗sζ(χ(Lż♯λ,s)) 〈2ν + |z|〉 = b′(Lż♯λ,s) 〈2ν + |z|〉 = b′(Lż
λ,s) 〈ν − ρ〉 .

Now (a),(b) follow from 4.14(a),(b); (c) follows from 4.14(c). (If j > ν +

2ρ+ 2a, then j + ν − r > 2ν + ρ+ 2a.)

6.10. We show:

(a) If K ∈ D�G̃s, then ζ(K) ∈ D�Zs.

(b) If K ∈ D≺G̃s, then ζ(K) ∈ D≺Zs.

(c) If K ∈ D�G̃s and j > ν + a, then (ζ(K))j ∈ M≺Zs.

We can assume in addition that K = A ∈ CSc′,s for a two-sided cell c′ such

that c′ � c. Assume first that c′ = c. By 6.2(c) we can find z · λ ∈ c

such that (A : (Rż
λ,s)

nz) 6= 0. Then A[−nz] (without mixed structure) is a

direct summand of the semisimple complex Rż
λ,s. Hence ǫ∗sζ(A)[−nz] is a

direct summand of ǫ∗sζ(R
ż
λ,s) and ǫ

∗
sζ(A)[−nz+2ν+ |z|] is a direct summand

of Σ (in 6.9), that is, ǫ∗sζ(A)[−a − ρ] is a direct summand of Σ. By 6.9,

if j ∈ Z (resp. j > ν + 2ρ + 2a) then Σj ∈ M�B̃2 (resp. Σj ∈ M≺B̃2)
hence (ǫ∗sζ(A)[−a − ρ])j ∈ M�B̃2 (resp. (ǫ∗sζ(A)[−a − ρ])j ∈ M≺B̃2), that
is, (ǫ∗sζ(A))

j−a−ρ ∈ M�B̃2 (resp. (ǫ∗sζ(A))
j−a−ρ ∈ M≺B̃2). We see that if

j′ ∈ Z (resp. j′ > ν + ρ + a) then (ǫ∗sζ(A))
j′ ∈ M�B̃2 (resp. (ǫ∗sζ(A))

j′ ∈
M≺B̃2), so that (ζ(A))j

′−ρ ∈ M�Zs (resp. (ζ(A))j
′−ρ ∈ M≺Zs); here we

use 4.3(a). We see that if j ∈ Z (resp. j > ν + a, so that j + ρ > ν + ρ+ a),

then (ζ(A))j ∈ M�Zs (resp. (ζ(A))j ∈ M≺Zs). Thus the desired results

hold when c′ = c.

Assume now that c′ ≺ c. Applying the above argument with c replaced

by c′, we see that the desired results hold.

6.11. For K ∈ Cc0G̃s we set

ζ(K) = (ζ(K)){ν+a} ∈ Cc0Zs.

We say that ζ(K) is the truncated restriction of K.

6.12. Let L ∈ Cc0Zs. We show:

(a) We have canonically ζ(χ(L)) = b′′(L).
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We shall apply the method of [19, 1.12] with Φ : Dm(Y1)→ Dm(Y2) replaced

by ζ : Dm(G̃s) → Dm(Zs) and with D�(Y1), D�(Y2) replaced by D�G̃s,

D�Zs. We shall take X in loc.cit. equal to χ(L). The conditions of loc.cit.

are satisfied: those concerning X are satisfied with c′ = a+ ν, see 6.3. The

conditions concerning ζ are satisfied with c = a+ ν, see 6.10. We see that

(b) (ζ(χ(L)))j = 0 if j > 2a+ 2ν

and

(c) gr2a+2ν((ζ(χ(L)))
2a+2ν)(a+ ν) = ζ(χ(L)).

Since ζ(χ(L)) = b′′(L), we see that the left hand side of (c) equals b′′(L).

Thus (a) is proved.

Combining (a) with 4.25(d) and 4.14(d) we see that

(b) we have canonically ǫ̃sζ(χ(L)) = b(L).

6.13. Let K ∈ D(G̃s) and let L ∈ D♠B̃2. Let L̃ = (es)∗L. In (a) below the

assumption s ∈ Zc is not used:

(a) there is a canonical isomorphism L̃ ◦ ǫ∗sζ(K)
∼→ ǫ∗sζ(K) ◦ L.

Let Y = B̃2 × G̃s. Define j : Y → G̃s by j(x0U, x1U, γ) = γ. Define

j1 : Y → B̃2 by j1(x0U, x1U, γ) = (x0U, γ
−1x1τ

sU). Define j2 : Y →
B̃2 by j2(x0U, x1U, γ) = (γx0τ

−sU, x1U). From the definitions we have

L̃◦ǫ∗sζ(K) = j2!(j
∗
1 (L̃)⊗j∗(K)), ǫ∗sζ(K)◦L = j2!(j

∗
2(L)⊗j∗(K)). It remains to

prove that j∗1(L̃) = j∗2L that is, j′1
∗L = j∗2L where j′1 = esj1 : Y → B̃2 is given

by j′1(x0U, x1U, γ) = (τ sx0τ
−sU, τ sγ−1x1U). The equality j′1

∗L = j∗2L

follows from the G-equivariance of L. This proves (a).

Now let K ∈ Cc0G̃s and let L ∈ Cc0 B̃2. Since es(c) = c, we have (es)∗L ∈
Cc0 B̃2, see 3.11(a). We show that

(b) there is a canonical isomorphism (es)∗(L)◦ǫ̃sζ(K)
∼→ (ǫ̃sζ(K))◦L.

We apply the method of [19, 1.12] with Φ : D�
mB̃2 → D�

mB̃2, L′ 7→ L′ ◦ L,
X = ǫ̃sζ(K) and with (c, c′) = (a − ν, ν + a), see [21, 2.23(a)], 6.10(c). We

deduce that we have canonically

(c) ((ǫ̃sζ(K)){a+ν} ◦ L){a−ν} = (ǫ̃sζ(K) ◦ L){2a}.
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We apply the method of [19, 1.12] with Φ : D�
mB̃2 → D�

mB̃2, L′ 7→ (es)∗L◦L′,

X = ǫ̃sζ(K) and with (c, c′) = (a − ν, ν + a), see [21, 2.23(a)], 6.10(c). We

deduce that we have canonically

(d) (((es)∗L ◦ (ǫ̃ζ(K)){a+ν}){a−ν} = ((es)∗L ◦ ǫ̃ζ(K)){2a}.

We now combine (c), (d) with (a); we obtain (b).

6.14. Let s′, s′′ be integers. Let µ : G̃s′×G̃s′′ → G̃s′+s′′ be the multiplication

map. For K ∈ D(G̃s′),K
′ ∈ D(G̃s′′) (resp. K ∈ Dm(G̃s′),K

′ ∈ Dm(G̃s′′))

we set K ∗ K ′ = µ!(K ⊠ K ′); this is in D(G̃s′+s′′) (resp. in Dm(G̃s′+s′′)).

For K ∈ D(G̃s1),K
′ ∈ D(G̃s2), K

′′ ∈ D(G̃s3) we have canonically (K ∗
K ′) ∗ K ′′ = K ∗ (K ′ ∗ K ′′) (and we denote this by K ∗ K ′ ∗ K ′′). For

K ∈ M(G̃s′),K
′ ∈M(G̃s′′) we show:

(a) If K ′ is G-equivariant then we have canonically K∗K ′ = ((e−s′)∗K ′)∗K ′.

If K is G-equivariant then we have canonically K ∗K ′ = K ′ ∗ ((es′′)∗K).

The proof is immediate. It will be omitted. (Compare [19, 4.1].)

6.15. Let s′, s′′ ∈ Z. We show:

(a) For K ∈ D(G̃s′), L ∈ D(Zs′′) we have canonically K ∗ χ(L) = χ(L •
ζ(K)).

Let Y = G̃s′ × G̃s′′ × B. Define c : Y → G̃s′ × Zs′′ by

c(γ1, γ2, B) = (γ1, (B, γ2Bγ
−1
2 , γ2UB));

define d : Y → G̃s′+s′′ by d(γ1, γ2, B) = γ1γ2. From the definitions we see

that both K ∗ χ(L), χ(L • ζ(K)) can be identified with d!c
∗(K ⊠ L). This

proves (a).

Now let L ∈ D(Zs′), L
′ ∈ D(Zs′′). Replacing in (a) K,L by χ(L), L′ and

using 6.8(a), we obtain

(b) χ(L) ∗ χ(L′) = χ(L′ • b′′(L)).

6.16. Let s′ ∈ Zc. Let L ∈ D♠(Zs), L
′ ∈ D♠(Zs′), j ∈ Z. We show:

(a) If L ∈ D�Zs or L′ ∈ D�Zs′ then L
′ • b′′(L) ∈ D�Zs+s′.
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(b) If L ∈ D≺Zs or L′ ∈ D≺Zs′ then L
′ • b′′(L) ∈ D≺Zs+s′.

(c) If L ∈ M�Zs, L
′ ∈ M♠Zs′ and j > 3a + ρ + ν then (L′ • b′′(L))j ∈

D≺Zs+s′.

Now (a), (b) follow from 4.25(b) and 4.23(a). To prove (c) we may assume

that L = Lẇ
λ,s, L

′ = Lẇ′

λ′,s′ with w · λ ∈ Isn, w′ · λ′ ∈ Is′n and w · λ � c. We

apply the method of [19, 1.12] with Φ : D�Zs → D�Zs+s′ , L1 7→ L′ •L1 and

X = b′′(L) and with c′ = 2ν + 2a (see 4.25(c)), c = a+ ρ− ν (see 4.23(b)).

We have c+ c′ = ν + ρ+ 3a hence (c) holds.

6.17. Let s′ ∈ Zc. Let L ∈ D♠(Zs), L
′ ∈ D♠(Zs′), j ∈ Z. We show:

(a) If L ∈ D�Zs or L′ ∈ D�Zs′ then χ(L
′ • b′′(L)) ∈ D�G̃s+s′.

(b) If L ∈ D≺Zs or L′ ∈ D≺Zs′ then χ(L
′ • b′′(L)) ∈ D≺G̃s+s′.

(c) If L ∈ M�Zs, L
′ ∈ M♠Zs′ and j > 4a+ 2ν + ρ then (χ(L′ • b′′(L)))j ∈

M≺G̃s+s′.

(a), (b) follow from 6.3(a) using 6.16(a), (b). To prove (c) we can assume

that L = Lẇ
λ,s, L

′ = Lẇ′

λ′,s′ with w · λ ∈ Isn, w′ · λ′ ∈ Is′n and w · λ � c. We

apply the method of [19, 1.12] with Φ : D�Zs+s′ → D�G̃s+s′ , L1 7→ χ(L1),

X = L′ • b′′(L) and with c′ = ν+ ρ+3a (see 6.16(c)), c = a+ ν (see 6.3(b)).

We have c+ c′ = 2ν + ρ+ 4a hence (c) holds.

6.18. Let s′ ∈ Zc. Let K ∈ D♠(G̃s), K
′ ∈ D♠(G̃s′). We show:

(a) If K ∈ D�G̃s or K ′ ∈ D�G̃s′ then K ∗K ′ ∈ D�Gs+s′.

(b) If K ∈ D≺G̃s or K ′ ∈ D≺G̃s′ then K ∗K ′ ∈ D≺G̃s+s′.

(c) If K ∈ D�G̃s or K ′ ∈ D�G̃s′ and j > 2a+ ρ then (K ∗K ′)j ∈ D≺G̃s+s′.

We can assume that K = A ∈ CSo,s, K ′ = A′ ∈ CSo,s′. Let A′′ ∈ M(G̃s+s′)

be a composition factor of (A ∗ A′)j . By 6.2(c) we can find w · λ ∈ cA,

w′ · λ′ ∈ cA′ such that (A : (Rẇ
λ,s)

nw) 6= 0, (A′ : (Rẇ′

λ′,s′)
nw′ ) 6= 0. Then A

is a direct summand of Rẇ
λ,s[nw] and A

′ is a direct summand of Rẇ′

λ′,s′[nw′ ].

Hence A ∗ A′ is a direct summand of

Rẇ
λ,s ∗Rẇ′

λ′,s′ [a(w · λ) + a(w′ · λ′) + |w|+ |w′|+ 2∆]

and (A ∗ A′)j is a direct summand of

(Rẇ
λ,s ∗Rẇ′

λ′,s′ [|w| + |w′|+ 2ν + 2ρ])j+a(w·λ)+a(w′·λ′)+2ν
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= (χ(Lẇ
λ,s) ∗ χ(Lẇ′

λ′,s′))
j+a(w·λ)+a(w′·λ′)+2ν .

Using 6.15(b) we see that (A ∗A′)j is a direct summand of

(d) (χ(Lẇ′

λ′,s′ • b′′(Lẇ
λ,s))

j+a(w·λ)+a(w′·λ′)+2ν .

Hence A′′ is a composition factor of (d). Using 6.17(a) we see that A′′ ∈
CSo,s+s′, that cA′′ � w · λ and that cA′′ � w′ · λ′. In the setup of (a) we

have w · λ � c or w′ · λ′ � c hence cA′′ ≤ c. Thus (a) holds. Similarly,

(b) holds. In the setup of (c) we have w · λ � c and w′ · λ′ � c. Hence

a(w · λ) ≥ a, a(w′ · λ′) ≥ a. (See Q3 in 1.9.) Assume that cA′′ = c. Since

A′′ is a composition factor of (d), we see from 6.17(c) that

j + a(w · λ) + a(w′ · λ′) + 2ν ≤ 4a+ 2ν + ρ

hence j + 2a+ 2ν ≤ 4a+ 2ν + ρ and j ≤ 2a+ ρ. This proves (c).

6.19. Let s′ ∈ Zc. For K ∈ Cc0G̃s, K
′ ∈ Cc0G̃s′ , we set

K∗K ′ = (K ∗K ′){2a+ρ} ∈ Cc0 G̃s+s′ .

We say that K∗K ′ is the truncated convolution of K,K ′. Note that 6.14(a)

induces for K,K ′ ∈ Cc0G a canonical isomorphism

(a) K∗K ′ = K ′∗((es′)∗K).

Let L ∈ Cc0Zs′ , K ∈ Cc0G̃s. Using the method of [19, 1.2] several times, we

see that

K∗χ(L) = grk((K ∗ χ(L))k)(k/2)

where k = (a+ ν) + (2a + ρ) = 3a+ ν + ρ and

χ(L•ζ(K)) = grk′((χ(L • ζ(K))k
′

)(k′/2)

where k′ = (a+ ν) + (a+ ν) + (a+ ρ− ν) = 3a+ ν + ρ. Using now 6.15(a)

and the equality k = k′ we obtain

(b) K∗χ(L) = χ(L•ζ(K)).
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Let L ∈ Cc0Zs, L
′ ∈ Cc0Zs′ . Using the method of [19, 1.12] several times,

we see that

χ(L)∗χ(L′) = grk((χ(L) ∗ χ(L′))k)(k/2)

where k = (a+ ν) + (a+ ν) + (2a+ ρ) = 4a+ 2ν + ρ and

χ(L′•b′′(L) = grk′((χ(L
′ • b′′(L)))k′)(k′/2)

where k′ = (2a+2ν)+(a+ρ−ν)+(a+ν) = 4a+2ν+ρ. Using now 6.15(b)

and the equality k = k′ we obtain

(c) χ(L)∗χ(L′) = χ(L′•(b′′(L))).

We show (assuming that sh ∈ Zc for h = 1, 2, 3):

(d) For K ∈ Cc0G̃s1 ,K
′ ∈ Cc0 G̃s2 ,K

′′ ∈ Cc0 G̃s3 , there is a canonical isomor-

phism (K∗K ′)∗K ′′ ∼→ K∗(K ′∗K ′′).

Indeed, just as in [19, 4.7] we can identify, using the method of [19, 1.12],

both (K∗K ′)∗K ′′ and K∗(K ′∗K ′′) with (K ∗K ′ ∗K ′′){4a+2ρ}.

6.20. Let s′, s′′ ∈ Z. For K ∈ D(G̃s′), K
′ ∈ D(G̃s′′), we show:

(a) We have canonically ζ(K ∗K ′) = ζ(K ′) • ζ(K).

Let

Y = {(B, γUB , γ1, γ2);B ∈ B, γ ∈ G̃s′+s′′ , γ1 ∈ G̃s′ , γ2 ∈ G̃s′′ ; γ1γ2 ∈ γUB}.

Define j1 : Y → G̃s′ , j2 : Y → G̃s′′ by j1(B, γUB , γ1, γ2) = γ1,

j2(B, γUB , γ1, γ2) = γ2. Define j : Y → Zs′+s′′ by j(B, γUB , γ1, γ2) =

(B, γBγ−1, γUB). From the definitions we have ζ(K ∗ K ′) = j!(j
∗
1(K) ⊗

j∗2(K
′)) = ζ(K ′) • ζ(K); (a) follows.

Let s′ ∈ Zc. For K ∈ Dc
0(Gs), K

′ ∈ Dc
0(Gs′), we show:

(b) We have canonically ζ(K∗K ′) = ζ(K ′)•ζ(K).

Using the method of [19, 1.12] we see that

ζ(K∗K ′) = grk((ζ(K ∗K ′))k)(k/2)
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where k = (a+ ν) + (2a + ρ) = 3a+ ν + ρ and that

ζ(K ′)•ζ(K) = grk′((ζ(K) • ζ(K ′))k
′

)(k′/2)

where k′ = (a + ρ− ν) + (a + ν) + (a + ν) = 3a + ν + ρ. It remains to use

(a) and the equality k = k′.

6.21. Let s′ ∈ Z. Define h : G̃s′ → G̃−s′ by γ 7→ γ−1. For K ∈ D(G̃−s′) we

set K† = h∗K ∈ D(G̃s′). We show:

(a) For L ∈ D(Z−s′) we have (χ(L))† = χ(L†) with L† as in 4.2.

This follows from the definition of χ using the commutative diagram

Zs′
f←−−−− Żs′

π−−−−→ G̃s′

h

y ḣ

y h

y

Z−s′
f←−−−− Ż−s′

π−−−−→ G̃−s′

where f, π are as in 6.1, h is as in 4.2 and ḣ : Żs′ → Ż−s′ is (B,B′, γ) 7→
(B′, B, γ−1).

From (a) and 4.3(e) we see that, if w · λ ∈ I−s
n , then

(b) (χ(Lẇ
λ,−s))

† = χ(Lẇ−1

w(λ)−1,s).

We deduce that

(c) if A ∈ CSc,−s, then A
† ∈ CSc̃,s.

From (a), (c) we deduce:

(d) For L ∈ Cc0Z−s we have (χ(L))† = χ(L†) where the second χ is relative

to c̃, o−1 instead of c, o.

7. Equivalence of CcG̃s with the es-centre of CcB̃2

7.1. In this section (except in 7.8) let c, o, a, n,Ψ be as in 3.1(a).

In this subsection we assume that s ∈ Zc. Let u : G̃−s → p be the obvious

map; let φ : p→ G be the map with image {1}. From [10, 7.4] we see that
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for K,K ′ inMmG̃−s we have canonically

(u!(K ⊗K ′))0 = HomM(G̃−s)
(D(K),K ′), (u!(K ⊗K ′))j = 0 if j > 0.

We deduce that if K,K ′ are also pure of weight 0 then (u!(K⊗K ′))0 is pure

of weight 0 that is, (u!(K ⊗K ′))0 = gr0(u!(K ⊗K ′))0. From the definitions

we see that we have u!(K ⊗K ′) = φ∗(K† ∗K ′) where K† ∈ Mm(G̃s) is as

in 6.21. Hence, for K ′ in Cc0G̃−s and K in Cc̃0G̃−s (so that K† ∈ Cc0 G̃s, see

6.21(c)) we have

(a) HomM(G̃−s)
(D(K),K ′) = (φ∗(K† ∗K ′))0 = (φ∗(K† ∗K ′)){0}.

Using [19, 8.2] with Φ : D�
mG̃0 → Dmp, K1 7→ φ∗K1, c = −2a − ρ (see [21,

6.8(a)]), K replaced by K† ∗K ′ ∈ Dm(G̃0) and c
′ = 2a + ρ, we see that we

have canonically

(φ∗(K†∗K ′)){−2a−ρ} ⊂ (φ∗(K† ∗K ′)){0}.

In particular, if L ∈ Cc0Z−s, L
′ ∈ Cc0Zs, then we have canonically

(φ∗(χ(L′)∗χ(L))){−2a−ρ} ⊂ (φ∗(χ(L′) ∗ χ(L))){0}.

Using the equality

(φ∗(χ(L′)∗χ(L))){−2a−ρ} = φ∗(χ(L•ζ(χ(L′)))))−2a−ρ

which comes from 6.19(b), we deduce that we have canonically

φ∗(χ(L•ζ(χ(L′)))))−2a−ρ ⊂ (φ∗(χ(L′) ∗ χ(L))){0},

or equivalently, using (a) with K,K ′ replaced by χ(L′)†, χ(L),

φ∗(χ(L•ζ(χ(L′))))−2a−ρ ⊂ HomCcG̃−s
(D(χ(L′)†), χ(L))

= HomCcG̃s
(D(χ(L)†), χ(L′)).

Using now [21, 6.9(d)] with L replaced by L•ζ(χ(L′)) ∈ Cc0Z0, we have

canonically

φ∗(χ(L•ζ(χ(L′))))−2a−ρ = HomCcZ0
(1′0, L•ζ(χ(L′))).
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Thus we have canonically

HomCcZ0
(1′0, L•ζ(χ(L′))) ⊂ HomCcG̃s

(D(χ(L)†), χ(L′))

or equivalently (using 5.8(a))

HomCcZ−s(D(ζ(χ(L′))†), L) ⊂ HomCcG̃s
(D(χ(L)†), χ(L′)).

Now we have

HomCcZ−s(D(ζ(χ(L′))†), L) = HomCc̃Z−s
(D(L), ζ(χ(L′))†)

= HomCcZs((D(L))†, ζ(χ(L′))),

hence

HomCcZs((D(L))†, ζ(χ(L′))) ⊂ HomCcG̃s
(D(χ(L)†), χ(L′)).

We set 1L = D(L†) = (D(L))† ∈ Cc0Zs and note that

D(χ(L)†) = D(χ(L†)) = χ(D(L†)) = χ(1L),

see 6.21(d), 6.7(b). We obtain

(b) HomCcZs(
1L, ζ(χ(L′))) ⊂ HomCcG̃s

(χ(1L), χ(L′))

for any 1L,L′ in Cc0Zs. We show that (b) is an equality:

(c) HomCcZs(
1L, ζ(χ(L′))) = HomCcG̃s

(χ(1L), χ(L′)).

Let N ′ (resp. N ′′) be the dimension of the left (resp. right) hand side of

(b). It is enough to show that N ′ = N ′′. We can assume that 1L = Lż′

λ′,s,

L′ = Lż
λ,s where z · λ ∈ cs, z′′ · λ′ ∈ cs. By 6.12(a), N ′ is the multiplicity of

1L in b′′(L′); by the fully faithfulness of ǫ̃s this is the same as the multiplicity

of ǫ̃s
1L in ǫ̃sb

′′(L′) = b′(L′) = b(L′) (the last two equalities use 4.25(d) and

4.14(d)). By 4.13(d), this is the same as the multiplicity of Lż′

λ′ in

⊕y∈W ;y·λ∈cL
e−s(ẏ)
e−s(λ)

◦Lż
λ◦Lẏ−1

y(λ).
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Using now [21, 2.22(c)] we see that N ′ is the coefficient of tz′·λ′ in

∑

y∈W ;y·λ∈c

te−s(y)·e−s(λ)tz·λty−1·y(λ) ∈ H∞.

Hence if t : H∞ → Z is as in 1.9, then

N ′ =
∑

y∈W ;y·λ∈c

t(te−s(y)·e−s(λ)tz·λty−1·y(λ)tz′−1·z′(λ′)).

This can be rewritten as

N ′ =
∑

y·λ1∈c

t(te−s(y)·e−s(λ1)tz·λty−1·y(λ1)tz′−1·z′(λ′)).

(In the last sum, the terms corresponding to y · λ1 with λ1 6= λ are equal to

zero.) By 6.6(c) (with z · λ, z′ · λ′ interchanged) we have

N ′′ =
∑

y·λ1∈c

t(tǫ−s(y)·e−s(λ1)tz·λty−1·y(λ1)tz′−1·z′(λ)).

Thus, N ′ = N ′′. This completes the proof of (c).

7.2. Let s, s′ ∈ Zc. We define a bifunctor CcG̃s ×CcG̃s′ → CcG̃s+s′ denoted

by K,K ′ 7→ K∗K ′ as follows. By replacing if necessary Ψ in 7.1 by a

power, we can assume that any A ∈ CSc,s and any A ∈ CSc,s′ admits a

mixed structure (defined in terms of Ψ) of pure weight zero. Let K ∈ CcG̃s,

K ′ ∈ CcG̃s′ ; we choose mixed structures of pure weight 0 on K,K ′ with

respect to Ψ (this is possible by our choice of Ψ). We define K∗K ′ as in

6.19 in terms of these mixed structures and we then disregard the mixed

structure on K∗K ′. The resulting object of CcG̃s+s′ is denoted again by

K∗K ′; it is independent of the choice made.

In the same way the functor χ : Cc0Zs → Cc0G̃s gives rise to a functor

CcZs → CcG̃s denoted again by χ; the functor ζ : Cc0G̃s → Cc0Zs gives rise to

a functor CcG̃s → CcZs denoted again by ζ.

The operation K∗K ′ is again called truncated convolution. It has a

canonical associativity isomorphism (deduced from that in 6.19(d)); this

makes ⊔s∈Zc
CcG̃s into a monoidal category.
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From 6.20 we see that under ζ : ⊔s∈Zc
CcG̃s → ⊔s∈Zc

CcZs, the monoidal

structure on ⊔s∈Zc
CcG̃s is compatible with the opposite of the monoidal

structure on ⊔s∈Zc
CcZs.

If K ∈ CcG̃s then the isomorphisms 6.13(b) provide an es-half-braiding

for ǫ̃sζ(K) ∈ CcB̃2 so that ǫ̃sζ(K) can be naturally viewed as an object of

Zc
es denoted by ǫ̃sζ(K). (Note that 6.13(b) is stated in the mixed category

but it implies the corresponding result in the unmixed category.) Then

K 7→ ǫ̃sζ(K) is a functor CcG̃s → Zc
es .

Theorem 7.3. Let s ∈ Zc. The functor CcG̃s → Zc
es , K 7→ ǫ̃sζ(K) is an

equivalence of categories.

From 6.12(a), 4.14(d), 4.25(d) we have canonically for any z · λ ∈ cs:

(a) ǫ̃sζ(χ(L
ż
λ,s)) = b(Lż

λ,s)

as objects of CcB̃2. From the definitions we see that the es-half-braiding on

the left hand side of (a) provided by 7.2 is the same as the es-half-braiding

on the right hand side of (a) provided by 4.14(j). Hence we have

(b) ǫ̃sζ(χ(L
ż
λ,s)) = b(Lż

λ,s)

as objects of Zc
es . Using this and 5.7(a) with L′ = ǫ̃sζ(χ(L

ẇ
λ′,s)) (where

z · λ,w · λ′ are in cs), we have

HomCcB̃2(L
ż
λ, ǫ̃sζ(χ(L

ẇ
λ′,s))) = HomZc

e
s
(ǫ̃sζ(χ(L

ż
λ,s)), ǫ̃sζ(χ(L

ẇ
λ′,s))).

Combining this with the equalities

HomCcG̃s
(χ(Lż

λ,s), χ(L
ẇ
λ′,s)) = HomCcZs(L

ż
l,s, ζ(χ(L

ẇ
λ′,s)))

= HomCcB̃2(L
ż
l , ǫ̃sζ(χ(L

ẇ
λ′,s))),

of which the first comes from 6.10(c) and the second comes from the fully

faithfulness of ǫ̃s, we obtain

HomCcG̃s
(χ(Lż

λ,s), χ(L
ẇ
λ′,s)) = HomZc

e
s
(ǫ̃sζ(χ(Lż

λ,s)), ǫ̃sζ(χ(L
ẇ
λ′,s))).
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In other words, setting

Az·λ,w·λ′ = HomCcG̃s
(χ(Lż

λ,s), χ(L
ẇ
λ′,s)),

A′
z·λ,w·λ′ = HomZc

e
s
(ǫ̃sζ(χ(Lż

λ,s)), ǫ̃sζ(χ(L
ẇ
λ′,s))),

we have

(c) Az·λ,w·λ′ = A′
z·λ,w·λ′.

Note that the identification (c) is induced by the functor K 7→ ǫ̃sζ(K).

Let A = ⊕Az·λ,w·λ′, A′ = ⊕Az·λ,w·λ′ (both direct sums are taken over all

z ·λ,w·λ′ in cs). Then from (c) we haveA = A′. Note that this identification

is compatible with the obvious algebra structures of A,A′.

For any A ∈ CSc,s we denote byAA the set of all f ∈ A such that for any

z ·λ,w ·λ′, the (z ·λ,w ·λ′)-component of f maps the A-isotypic component

of χ(Lż
λ,s) to the A-isotypic component of χ(Lẇ

λ′,s) and any other isotypic

component of χ(Lż
λ,s) to 0. Thus, A = ⊕A∈CSc,sAA is the decomposition of

A into a sum of simple algebras. (Each AA is nonzero since, by 6.2(c) and

6.5(a), any A is a summand of some χ(Lż
λ,s).)

Let S be a set of representatives for the isomorphism classes of simple

objects of Zc
es . For any σ ∈ S we denote by A′

σ the set of all f ′ ∈ A′ such

that for any z ·λ,w ·λ′, the (z ·λ,w ·λ′)-component of f ′ maps the σ-isotypic

component of ǫ̃sζ(χ(Lż
λ,s)) to the σ-isotypic component of ǫ̃sζ(χ(Lẇ

λ′,s))) and

all other isotypic components of ǫ̃sζ(χ(Lż
λ,s)) to zero. Then A′ = ⊕σ∈SA

′
σ

is the decomposition of A′ into a sum of simple algebras. (Each A′
σ is

nonzero since any σ is a summand of some ǫ̃sζ(χ(L
ż
λ,s)) with z · λ ∈ cs.

Indeed, we can find z · λ ∈ c such that Lż
λ is a direct summand of σ, viewed

as an object of CcB̃2; then, by 5.5(a), σ is a summand of Is(Lż
λ). If in

addition, z · λ ∈ cs then, by 5.6(a),(b), we have Is(Lż
λ) = b(Lż

λ,s) hence

σ is a summand of b(Lż
λ,s) hence, by (a), σ is a summand of ǫ̃sζ(χ(Lż

λ,s)),

as required. If z · λ /∈ cs then, by 5.5(b), we have Is(Lż
λ) = 0 which is

a contradiction.) Since A = A′, from the uniqueness of decomposition of

a semisimple algebra as a direct sum of simple algebras, we see that there

is a unique bijection CSc,s ↔ S, A ↔ σA such that AA = A′
σA

for any

A ∈ CSc,s. From the definitions we now see that for any A ∈ CSc,s we have

ǫ̃sζ(K) ∼= σA. Therefore, Theorem 7.3 holds.
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Theorem 7.4. We preserve the setup of Theorem 7.3. Let L ∈ CcZs,

K ∈ CcG̃s. We have canonically

(a) HomCcZs(L, ζ(K)) = HomCcG̃s
(χ(L),K).

We can assume that L = Lż
λ,s where z · λ ∈ cs. From 7.3 and its proof

we see that

HomCcG̃s
(χ(L),K)=HomZc

e
s
(ǫ̃sζ(χ(L)), ǫ̃sζ(K))=HomZc

e
s
(Is(Lż

λ), ǫ̃sζ(K)).

Using 5.5(a) we see that

HomZc

e
s
(Is(Lż

λ), ǫ̃sζ(K))HomCcB̃2(L
ż
λ, ǫ̃sζ(K)) = HomCcZs(L, ζ(K)).

This proves the theorem.

7.5. We preserve the setup of Theorem 7.3. We show that for K ∈ CcG̃s we

have canonically

(a) D(ζ(D(K)))) = ζ(K).

Here the first ζ is relative to c̃. It is enough to show that for any L ∈ CcZs

we have canonically

HomCcZs(L,D(ζ(D(K))))) = HomCcZs(L, ζ(K)).

Here the left side equals

HomCc̃Zs
(ζ(D(K)),D(L)) = HomCcG̃s

(D(K), χ(D(L)))

= HomCcG̃s
(D(K),D(χ(L))).

(We have used 7.4(a) for c̃ and 6.7(b).) The right hand side equals

HomCcG̃s
(χ(L),K) = HomCcG̃s

(D(K),D(χ(L))).

(We have again used 7.4(a).) This proves (a).
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Theorem 7.6. Let s ∈ Zc. Let K ∈ CcG̃s. In CcB̃2 we have

ǫ̃sζ(K) ∼= ⊕z·λ∈cs;z·λ ∼
left

ees(z−1)·λ(L
ż
λ)

⊕N(z,λ)

where N(z, λ) ∈ N.

In CcZs we have

(a) ζ(K) ∼= ⊕z·λ∈cs(L
ż
λ,s)

⊕N(z,λ)

where N(z, λ) ∈ N. If N(z, λ) > 0 then

HomCcZs(L
ż
λ,s, ζ(K)) 6= 0

hence by 7.4 we have HomCcG̃s
(χ(Lż

λ,s),K) 6= 0 and in particular χ(Lż
λ,s) 6= 0.

Using 6.5(d) we deduce that

(b) z · λ ∼
left

es(z−1) · λ.

Thus the direct sum in (a) can be restricted to z · λ satisfying (b). We now

apply ǫ̃s to both sides of (a) and use that ǫ̃sL
ż
λ,s = Lż

λ. The theorem follows.

7.7. Let s ∈ Zc. From 7.3 and 7.6 we see that any object of Zc
es , when

viewed as an object of CcB̃2, is a direct sum of objects of the form Lż
λ with

z · λ ∈ cs such that z · λ ∼
left

es(z−1) · λ.

In the remainder of this subsection we assume that G̃ is as in case A

with G simple of type A2 (resp. B2 or G2). In this case W is generated

by σ1, σ2 in S with relation (σ1σ2)
m = 1 where m = 3 (resp. m = 4 or

m = 6). We assume that c is the two-sided cell of I consisting of all w · 1
where w ∈ W , 1 ≤ |w| ≤ m − 1. We shall write Liji... instead of L

σ̇iσ̇j σ̇i...
1

where iji . . . is 121 . . . or 212 . . . . The objects of CcB̃2 of the form ǫ̃sζ(K)

with K a simple object of CcG̃s are (up to isomorphism) the following ones:

L1 ⊕ L2 for type A2;

L1 ⊕ L2,L1 ⊕ L212,L2 ⊕ L121,L121 ⊕ L212 for type B2;

L1 ⊕ L2,L1 ⊕ L2 ⊕ L121 ⊕ L212,L2 ⊕ L121 ⊕ L21212,

L1 ⊕ L212 ⊕ L12121,L121 ⊕ L212 ⊕ L12121 ⊕ L21212,L121 ⊕ L212 for type G2.
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Note that in type G2, L
121⊕L212 comes from two nonisomorphic objects K

of CcG̃s.

7.8. In this subsection we assume that G̃ is as in case A with G = SL2(k)

and p 6= 2. In this case we may identify T = k∗ and W = {1, σ} with σ(t) =
t−1 for t ∈ T. We take τ ∈ G̃1 such that e : G→ G in 2.3 satisfies e(t) = tq

for any t ∈ T . Then for λ ∈ s∞ ∼= k∗ we have e(λ) = λq
−1

, σ(λ) = λ−1.

Let λ0 be the unique element of s∞ such that λ20 = 1, λ0 6= 1. In H we have

c1·λ = T11λ for all λ, cσ·λ = v−1Tσ1λ if λ 6= 1, cσ·1 = v−1Tσ11 + v−1T111.

It follows that the two-sided cells in I = {w · λ;w ∈ W,λ ∈ s∞} are the

following subsets of I:

cλ = cλ−1 = {1 · λ, 1 · λ−1, σ · λ, σ · λ−1} with λ ∈ s∞;λ2 6= 1;

cλ0
= {1 · λ0, σ · λ0};

c′1 = {σ · 1};
c1 = {1 · 1}.
Let s ∈ Z. The two-sided cells of I which are stable under es are:

(i) cλ = cλ−1 where λ ∈ s∞, λ2 6= 1, λq
−s

= λ (note that es acts as 1 on

this two-sided cell);

(ii) cλ = cλ−1 where λ ∈ s∞, λ2 6= 1, λq
−s

= λ−1 (note that es acts as

a fixed point free involution on this two-sided cell and that we have

necessarily s 6= 0);

(iii) cλ0
(note that es acts as 1 on this two-sided cell);

(iv) c′1 (note that es acts as 1 on this two-sided cell);

(v) c1 (note that es acts as 1 on this two-sided cell).

For c in (i)-(v), the es-centre of CcB̃2 has exactly N simple objects (up

to isomorphism) where N = 1 in the cases (i), (ii), (iv), (v) and N = 4 in

the case (iii).
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