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Abstract

Covariant tensor representations of glm|n occur as irreducible components of tensor

powers of the natural (m + n)-dimensional representation. We construct a basis of each

covariant representation and give explicit formulas for the action of the generators of glm|n

in this basis. The basis has the property that the natural Lie subalgebras glm and gln

act by the classical Gelfand–Tsetlin formulas. The main role in the construction is played

by the fact that the subspace of glm-highest vectors in any finite-dimensional irreducible

representation of glm|n carries a structure of an irreducible module over the Yangian Y(gln).

One consequence is a new proof of the character formula for the covariant representations

first found by Berele and Regev and by Sergeev.

1. Introduction

Finite-dimensional irreducible representations of the Lie superalgebra

glm|n over C are parameterized by their highest weights. The highest weight

of such a representation is a tuple λ of complex numbers of the form λ =

(λ1, . . . , λm |λm+1, . . . , λm+n) satisfying the conditions

λi − λi+1 ∈ Z+, for i = 1, . . . ,m+ n− 1, i 6= m. (1.1)

We let L(λ) denote the corresponding representation. It is isomorphic to

the unique irreducible quotient of the Kac module K(λ) which is defined

as a universal induced module associated with the irreducible module L◦(λ)

over the Lie subalgebra glm⊕gln with the highest weight λ. Namely, extend
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L◦(λ) to a module over the standard parabolic Lie superalgebra p of glm|n

so that the elements of the nilpotent subalgebra spanned by the odd positive

roots act as the zero operators. Then

K(λ) = U(glm|n) ⊗U(p) L
◦(λ).

Due to the work of Kac [10, 11], the module K(λ) is irreducible if and only

if λ is a typical weight which thus provides a character formula for the ir-

reducible representations L(λ) associated with typical highest weights. The

problem of finding the characters of the complementary family of atypical

representations remained open until the work of Serganova [22]. She pro-

duced character formulas for L(λ) in terms of the characters of the Kac

modules involving generalized Kazhdan–Lusztig polynomials. These results

were extended and made more explicit by Brundan [4] and Su and Zhang [25]

which led to character and dimension formulas for all representations L(λ)

and allowed to prove conjectures on the characters stated by several authors;

see [4] and [25] for more detailed discussions and references.

In this paper we develop a different approach allowing to employ the

Yangian representation theory to construct representations of glm|n and cal-

culate their characters. We consider the multiplicity space L(λ)+µ spanned

by the glm-highest vectors in L(λ) of weight µ, which is isomorphic to the

space of glm-homomorphisms Homglm
(L′(µ), L(λ)), where L′(µ) denotes ir-

reducible representation of the Lie algebra glm with the highest weight µ.

The multiplicity space is a natural module over the centralizer U(glm|n)glm.

As with the Lie algebra case, there exists an ‘almost surjective’ homomor-

phism from the Yangian Y(gln) to the centralizer thus yielding an irreducible

action of Y(gln) on L(λ)+µ . This is analogous to the Olshanski centralizer

construction, originally appeared in the context of the classical Lie algebras

[18, 19] and which has led, in particular, to constructions of weight bases for

representations of classical Lie algebras [15].

On the other hand, finite-dimensional irreducible representations of the

Yangian Y(gln) are classified in terms of their highest weights or Drinfeld

polynomials. Hence, identifying the parameters of the representation L(λ)+µ
of Y(gln) we can, in principle, find its character by using the results on

the characters of the Yangian modules; see [1, Theorem 15] and [5, Corol-

lary 8.22].
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We apply the Yangian approach to a particular family of covariant ten-

sor representations L(λ) of glm|n (which we simply call the covariant rep-

resentations). They occur as irreducible components of the tensor powers

of the natural (m + n)-dimensional representation C
m|n. The irreducible

decompositions of the tensor powers and the characters of the covariant rep-

resentations were first found by Berele and Regev [3] and Sergeev [23]. The

character formulas are expressed in terms of the supersymmetric Schur poly-

nomials which admit a combinatorial presentation in terms of supertableaux .

The covariant representations of glm|n include both typical and atypical rep-

resentations and share many common properties with the polynomial repre-

sentations of glm arising in the decomposition of the tensor powers of C
m.

Our main result is an explicit construction of all covariant represen-

tations L(λ) of the Lie superalgebra glm|n. We construct a basis of L(λ)

parameterized by supertableaux and give explicit formulas for the action of

the generators of glm|n. We do this by using the vector space isomorphism

L(λ) ∼=
⊕

µ

L′(µ) ⊗ L(λ)+µ , (1.2)

summed over glm-highest weights µ. It turns out that if L(λ) is a covariant

representation, then the Y(gln)-module L(λ)+µ is isomorphic to the skew

module V (λ′)+µ′ arising from the Olshanski centralizer construction applied

to the Lie algebra glr+n and its subalgebra glr. The skew modules were

introduced and studied by Cherednik [6]. Their Drinfeld polynomials were

first calculated by Nazarov and Tarasov [17], and different proofs were also

given later in [9] and [13]; see also [15, Sec. 8.5]. The skew module V (λ′)+µ′

possesses a basis parameterized by trapezium-like Gelfand–Tsetlin patterns,

and hence so does the multiplicity space L(λ)+µ . Moreover, the glm-module

L′(µ) admits the classical Gelfand–Tsetlin basis, so that a basis of L(λ) can

be naturally parameterized by pairs of patterns. An equivalent combinatorial

description of the basis in terms of supertableaux is also given.

To calculate the Yangian highest weight of the representation L(λ)+µ and

to derive the matrix element formulas for the generators of glm|n in this basis

we employ a relationship between the Yangian Y(gln) and the Mickelsson–

Zhelobenko algebra Z(glm|n, glm). Namely, we find the images of generators
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of the algebra Y(gln) under the composition

Y(gln) → U(glm|n)glm → Z(glm|n, glm),

where the second map is a natural homomorphism. The elements of each of

the natural subalgebras glm and gln act in the basis of L(λ) by the classical

Gelfand–Tsetlin formulas, and the action of the odd component of the Lie

superalgebra is also expressed in an explicit form; cf. [15, Ch. 9] where a

similar approach was used to construct weight bases for representations of

the classical Lie algebras.

In our arguments we will avoid using the character formulas of [3] and

[23] so we thus obtain a new proof of those formulas.

Note that analogues of the Gelfand–Tsetlin bases for a certain class of

essentially typical representations of the Lie superalgebra glm|n were given in

[21] and [26]. The constructions rely on the fact that consecutive restrictions

of an essentially typical representation to the subalgebras of the chain glm|1 ⊂

glm|2 ⊂ · · · ⊂ glm|n are completely reducible thus allowing to apply the

approach of Gelfand and Tsetlin [7] to construct a basis and to derive explicit

formulas for the action of the generators. In the special case n = 1 any finite-

dimensional irreducible representation of the Lie superalgebra glm|1 can be

realized via a basis of Gelfand–Tsetlin type by using the restriction to the

natural Lie subalgebra glm; see [20]. In a recent work [24] these results were

extended to all covariant representations of glm|n by constructing a Gelfand–

Tsetlin type basis and providing matrix element formulas of the generators

of glm|n in the basis. That basis appears to have properties quite different

from ours.

2. Main Results

Consider the standard basis Eij, 1 6 i, j 6 m+n, of the Lie superalgebra

glm|n over C . The Z2-grading on glm|n is defined by setting degEij = ı̄+ ̄,

where we use the notation ı̄ = 0 for 1 6 i 6 m and ı̄ = 1 form+1 6 i 6 m+n.

The commutation relations have the form

[
Eij , Ekl

]
= δkjEil − δilEkj(−1)(̄ı+̄)(k̄+l̄),

where the square brackets denote the super-commutator.
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Given a tuple λ = (λ1, . . . , λm |λm+1, . . . , λm+n) of complex numbers

satisfying (1.1), the finite-dimensional irreducible representation L(λ) of

glm|n is generated by a nonzero vector ζ (the highest vector) such that

Eijζ = 0 for 1 6 i < j 6 m+ n and

Eiiζ = λiζ for 1 6 i 6 m+ n.

The family of covariant representations is distinguished by the following

properties: all components λ1, . . . , λm+n of λ are nonnegative integers and

the number ℓ of nonzero components among λm+1, . . . , λm+n does not exceed

λm; see [3] and [23]. To each highest weight λ satisfying these conditions, we

will associate the Young diagram Γλ containing λ1 + · · ·+λm+n boxes which

is determined by the properties that the first m rows of Γλ are λ1, . . . , λm

while the first ℓ columns are λm+1 +m, . . . , λm+ℓ +m. The condition ℓ 6 λm

ensures that Γλ is the diagram of a partition. A supertableau Λ of shape

Γλ is obtained by filling in the boxes of the diagram Γλ with the numbers

1, . . . ,m+ n in such a way that

the entries weakly increase from left to right along each row and down each

column;

the entries in {1, . . . ,m} strictly increase down each column;

the entries in {m + 1, . . . ,m + n} strictly increase from left to right along

each row.

Example 2.1. The following is a supertableau of shape Γλ associated with

the highest weight λ = (10, 7, 4, 3 | 3, 1, 0, 0, 0) of gl4|5:

1 1 1 2 2 3 5 6 7 9

2 2 3 3 4 4 5

3 4 7 9

4 6 8

5 6

7

7
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The thicker line indicates the subtableau formed by the entries in {1, 2, 3, 4}.

Given such a supertableau Λ, for any 1 6 i 6 s 6 m denote by λsi the

number of entries in row i which do not exceed s. Furthermore, set r = λm1

and for any 0 6 p 6 n and 1 6 j 6 r + p denote by λ′r+p,j the number of

entries in column j which do not exceed m+ p.

The subtableau of the supertableau Λ occupied by the entries in {1, . . .,

m} is a column-strict tableau of the shape µ = (λm1, . . . , λmm). The sub-

tableau T of Λ occupied by the entries in {m+ 1, . . . ,m+ n} is a row-strict

tableau of the skew shape Γλ/µ. We set

li = λi − i+ 1, lsi = λsi − i+ 1, l′r+p,j = λ′r+p,j − j + 1.

For each s = 1, . . . ,m+ n we denote by ωs the number of entries in Λ equal

to s.

Our main theorem (Theorem 4.18) states that each covariant represen-

tation L(λ) admits a basis ζΛ parameterized by all supertableaux Λ of shape

Γλ. Moreover, the action of the generators of the Lie superalgebra glm|n in

this basis is given by the formulas

EssζΛ = ωsζΛ, (2.1)

Es,s+1ζΛ =
∑

Λ′

cΛΛ′ζΛ′ , (2.2)

Es+1,sζΛ =
∑

Λ′

dΛΛ′ζΛ′ , (2.3)

where the sums in (2.2) and (2.3) are taken over supertableaux Λ′ obtained

from Λ respectively by replacing an entry s + 1 by s and by replacing an

entry s by s+1. The coefficients cΛΛ′ and dΛΛ′ are found by explicit formulas

which depend on s, as well as on the row or column number of Λ where the

replacement occurs. The symbols ∧i in the denominators below indicate

that the i-th factor should be skipped. For the values s 6= m the coefficients

are given by the classical Gelfand–Tsetlin formulas [7]:

cΛΛ′ = −
(lsi − ls+1,1) . . . (lsi − ls+1,s+1)

(lsi − ls1) . . . ∧i . . . (lsi − lss)
,

dΛΛ′ =
(lsi − ls−1,1) . . . (lsi − ls−1,s−1)

(lsi − ls1) . . . ∧i . . . (lsi − lss)
,
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if 1 6 s 6 m− 1 and the replacement occurs in row i, and

cΛΛ′ = −
(l′r+p,j − l′r+p+1,1) . . . (l

′
r+p,j − l′r+p+1,r+p+1)

(l′r+p,j − l′r+p,1) . . . ∧j . . . (l′r+p,j − l′r+p,r+p)
,

dΛΛ′ =
(l′r+p,j − l′r+p−1,1) . . . (l

′
r+p,j − l′r+p−1,r+p−1)

(l′r+p,j − l′r+p,1) . . . ∧j . . . (l′r+p,j − l′r+p,r+p)
,

if s = m+ p for 1 6 p 6 n − 1 and the replacement occurs in column j. In

the case s = m the coefficients cΛΛ′ and dΛΛ′ are given by more complicated

formulas; see Theorem 4.18. This includes the case where the parameter r is

changed to r+1 or r−1 which results in additional factors in the expressions

for cΛΛ′ and dΛΛ′ .

These matrix element formulas can be interpreted by using an equivalent

combinatorial description of the basis vectors. Namely, to each supertableau

Λ of shape Γλ we can associate the pair of arrays of nonnegative integers

(U ,V) of the form

λm1 λm2 · · · λmm

λm−1,1 · · · λm−1,m−1

U = · · · · · · · · ·

λ21 λ22

λ11

and

λ′r+n,1 λ′r+n,2 · · · · · · λ′r+n,r+n

V =
·
·
·

·
·
·

· · · · · ·
·

·
·

λ′r+1,1 λ′r+1,2 · · · λ′r+1,r+1

λ′r,1 λ′r,2 · · · λ′r,r

By the properties of the supertableau Λ, both U and V are patterns as the

following betweenness (or interlacing) conditions hold:

λk+1,i > λki > λk+1,i+1 for 1 6 i 6 k 6 m− 1
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and

λ′r+p,j > λ′r+p−1,j > λ′r+p,j+1 for p = 1, . . . , n and j = 1, . . . , r + p− 1.

The basis elements Eij of glm|n with 1 6 i, j 6 m span a subalgebra

isomorphic to glm. The action of the elements of this subalgebra affects

only the pattern U leaving V unchanged, while the action of the subalgebra

isomorphic to gln which is spanned by the Eij with m + 1 6 i, j 6 m + n,

affects only the pattern V leaving U unchanged. The part of our construc-

tion concerning these Lie subalgebras essentially reproduces the approach

of Gelfand and Tsetlin [7]; see also [14] for a discussion of its more recent

versions. The action of the odd generators Em,m+1 and Em+1,m affects both

U and V.

For any complex number a the mapping

Eij 7→ Eij + δij(−1)ı̄a

defines an automorphism of the universal enveloping algebra U(glm|n).

Twisting L(λ) by such an automorphism amounts to the shift λi 7→ λi +

(−1)ı̄a of the components of λ. Hence, the basis provided by Theorem 4.18

and the matrix element formulas are also valid for any representation L(λ)

which is isomorphic to the composition of a covariant representation with

such an automorphism.

The tuple of complex numbers ω = (ω1, . . . , ωm |ωm+1, . . . , ωm+n) is a

weight of L(λ) if the subspace

L(λ)ω = {η ∈ L(λ) | Eiiη = ωiη, i = 1, . . . ,m+ n}

is nonzero. Let x1, . . . , xm+n be indeterminates. Then the character of L(λ)

is the polynomial

chL(λ) =
∑

ω

dimL(λ)ωx
ω1
1 , . . . , x

ωm+n

m+n . (2.4)

By Theorem 4.18, dimL(λ)ω equals the number of supertableaux Λ contain-

ing ωs entries equal to s for each s = 1, . . . ,m + n. Hence, we recover the
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formula for chL(λ) originally obtained in [3] and [23]; see Corollary 4.20

below.

3. Mickelsson–Zhelobenko superalgebra and Yangian

We start by applying the standard methods of the Mickelsson algebra

theory developed by Zhelobenko (see [29, 30]) to the Lie superalgebra glm|n

and its natural subalgebra glm. The corresponding Mickelsson–Zhelobenko

superalgebra will be described in a way similar to its even counterpart; cf.

[13].

Let h denote the Cartan subalgebra of glm spanned by the elements

E11, . . . , Emm and let R(h) denote the field of fractions of the commutative

algebra U(h). Consider the extension of the universal enveloping algebra

U(glm|n) defined by

U′(glm|n) = U(glm|n) ⊗U(h) R(h).

Let J denote the left ideal of U′(glm|n) generated by the elements Eij with

1 6 i < j 6 m. Then J is a two-sided ideal of the normalizer

NormJ = {x ∈ U′(glm|n) | Jx ⊆ J}. (3.1)

The Mickelsson–Zhelobenko superalgebra Z(glm|n, glm) is defined as the quo-

tient algebra

Z(glm|n, glm) = NormJ/J.

Then Z(glm|n, glm) is a superalgebra over C and a natural left and right

R(h)-module.

Generators of the superalgebra Z(glm|n, glm) can be constructed by using

the extremal projector p for the Lie algebra glm; see [2]. The projector p is an

element of an algebra F(glm) of formal series of elements of U(glm) and can

be defined as follows. The positive roots of glm with respect to h are naturally

enumerated by the pairs of indices (i, j) such that 1 6 i < j 6 m so that

the element Eij is the corresponding root vector. Call a linear ordering of

the positive roots normal if any composite root lies between its components.
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Set

pij =

∞∑

k=0

(Eji)
k(Eij)

k (−1)k

k!(hi − hj + 1) . . . (hi − hj + k)
,

where hi = Eii − i+ 1. Then p is given by the product

p =
∏

i<j

pij

taken in any normal ordering on the pairs (i, j). The formal series p does

not depend on the normal ordering and has the properties

Eijp = pEji = 0 for 1 6 i < j 6 m.

Moreover, p satisfies the conditions p2 = p and p∗ = p, where x 7→ x∗ is the

involutive anti-automorphism of the algebra F(glm) such that (Eij)
∗ = Eji.

The extremal projector p can be regarded as a natural operator on

the quotient space U′(glm|n)/J, where we identify glm with a natural Lie

subalgebra of glm|n. The Mickelsson–Zhelobenko superalgebra Z(glm|n, glm)

can be identified with the image of U′(glm|n)/J:

Z(glm|n, glm) = p
(
U′(glm|n)/J

)
.

For i = 1, . . . ,m and a = m+1, . . . ,m+n introduce elements of Z(glm|n, glm)

by

zia = pEia(hi − h1) . . . (hi − hi−1),

zai = pEai(hi − hi+1) . . . (hi − hm).

The Z2-grading on the superalgebra Z(glm|n, glm) is inherited from that of

the superalgebra U(glm|n) so that all the elements zia, zai are odd. Together

with the even elements Eab with a, b ∈ {m+1, . . . ,m+n} they generate the

Mickelsson–Zhelobenko superalgebra in the sense that monomials in the zia,

zai and Eab generate Z(glm|n, glm) as a left (or right) R(h)-module.

The explicit formulas for the elements zia and zai (modulo J) have the

form

zia =
∑

i>i1>···>is>1

Eii1Ei1i2 . . . Eis−1isEisa(hi − hj1) . . . (hi − hjr), (3.2)
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zai =
∑

i<i1<···<is6m

Ei1iEi2i1 . . . Eisis−1Eais(hi − hj1) . . . (hi − hjr), (3.3)

where s=0, 1, . . . and {j1, . . . , jr} is the complementary subset to {i1, . . . , is}

respectively in the set {1, . . . , i− 1} or {i+ 1, . . . ,m}.

In the following proposition we let the indices i, j and a, b, c run over

the sets {1, . . . ,m} and {m+ 1, . . . ,m+ n}, respectively.

Proposition 3.1. The following relations hold in Z(glm|n, glm):

[Eab, zci] = δbczai, [Eab, zic] = −δaczib. (3.4)

Moreover, if i 6= j then

zaizbj = −zbjzai
hi − hj + 1

hi − hj
+ zbizaj

1

hi − hj
,

while

zaizbi = −zbizai. (3.5)

Finally, if i 6= j then

ziazbj = −zbjzia, (3.6)

while

ziazbi =
(
δba(hi+m−1)−Eba

) m∏

j=1,j 6=i

(hi−hj−1)−
m∑

j=1

zbjzja

m∏

k=1,k 6=j

hi−hk−1

hj − hk

.

(3.7)

Proof. All relations are verified by a standard calculation involving the

extremal projector p; cf. [27]. They differ only by signs from the relations

in the Mickelsson–Zhelobenko algebra Z(glm+n, glm); see [13]. ���

For all a, b ∈ {m+ 1, . . . ,m+ n} introduce the polynomials Zab(u) in a

variable u with coefficients in Z(glm+n, glm) by

Zab(u) =
(
δab(u+m) + Eab

) m∏

i=1

(u− hi) +

m∑

i=1

zaizib

m∏

j=1,j 6=i

u− hj

hi − hj
. (3.8)
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We will need to evaluate Zab(u) at u = h, where h is an element of U(h).

In order to make such evaluations unambiguous, we will always assume that

the coefficients of the polynomial are written to the left of the powers of u.

In particular, we have

Zab(hi) = zaizib, i ∈ {1, . . . ,m}. (3.9)

Moreover, the relation (3.7) implies that

Zab(hi − 1) = −zibzai, i ∈ {1, . . . ,m}. (3.10)

This implies an alternative formula for the polynomials Zab(u),

Zab(u) =
(
δabu+Eab

) m∏

i=1

(u− hi + 1)−
m∑

i=1

zibzai

m∏

j=1,j 6=i

u− hj + 1

hi − hj
. (3.11)

The mapping Eij 7→(Eij)
∗=Eji defines an involutive anti-automorphism

of the universal enveloping algebra U(glm|n). We will use the same nota-

tion for its natural extension to U′(glm|n) and to the Mickelsson–Zhelobenko

superalgebra Z(glm+n, glm). The elements of R(h) are fixed points of this

anti-automorphism, and the images of the generators of the superalgebra are

easy to calculate. It is also easy to verify directly that the formulas in the

next proposition define an involutive anti-automorphism of Z(glm+n, glm).

Proposition 3.2. For any i ∈ {1, . . . ,m} and a, b ∈ {m+ 1, . . . ,m+n} we

have

(zia)
∗ = zai

(hi − h1 − 1) . . . (hi − hi−1 − 1)

(hi − hi+1) . . . (hi − hm)

(zai)
∗ = zia

(hi − hi+1 + 1) . . . (hi − hm + 1)

(hi − h1) . . . (hi − hi−1)

and (Eab)
∗ = Eba. Moreover,

(
Zab(u)

)∗
= Zba(u).

Proposition 3.3. For any i ∈ {1, . . . ,m} and a, b, c ∈ {m + 1, . . . ,m +

n} the following relations hold in the Mickelsson–Zhelobenko superalgebra

Z(glm|n, glm),

Zab(u)zci = zciZab(u)
u− hi + 1

u− hi
+ zaiZcb(u)

1

u− hi
(3.12)
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Zab(u)zci = zciZab(u)
u− hi + 2

u− hi + 1
+ Zcb(u)zai

1

u− hi + 1
. (3.13)

Proof. The first relation is verified by a straightforward calculation with

the use of the relations in Z(glm|n, glm) given in Proposition 3.1. The second

relation is obtained by writing another form of (3.12) with a and c swapped

and solving the system of two equations simultaneously for the unknowns

zciZab(u) and zaiZcb(u). ���

Note that analogous relations involving the raising operators zia can

be obtained by applying the anti-automorphism of Proposition 3.2 to the

relations of Proposition 3.3.

Recall that the Yangian for gln is a unital associative algebra Y(gln)

over C with countably many generators t
(1)
ij , t

(2)
ij , . . . where i and j run over

the set {1, . . . , n}. The defining relations of Y(gln) have the form

[t
(r+1)
ij , t

(s)
kl ] − [t

(r)
ij , t

(s+1)
kl ] = t

(r)
kj t

(s)
il − t

(s)
kj t

(r)
il , (3.14)

where r, s > 0 and t
(0)
ij := δij . Using the formal generating series

tij(u) = δij + t
(1)
ij u

−1 + t
(2)
ij u

−2 + . . .

the defining relations (3.14) can be written in the equivalent form

(u− v)[tij(u), tkl(v)] = tkj(u)til(v) − tkj(v)til(u).

A detailed exposition of the algebraic structure and representation theory of

the Yangian can be found in [15].

Proposition 3.4. The mapping

tij(u) 7→ Zm+i,m+j(u)
1

(u+m)(u− h1) . . . (u− hm)

defines an algebra homomorphism

ϕ : Y(gln) → Z(glm|n, glm). (3.15)
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Proof. This is a super-analogue of the homomorphism from the algebra

Y(gln) to the Mickelsson–Zhelobenko algebra Z(glm+n, glm); see [13, Theo-

rem 3.1]. Similar to the proof of that result, we note first that the normal-

izer NormJ defined in (3.1) contains the centralizer U(glm|n)glm of glm as a

natural subalgebra. We will then obtain the homomorphism (3.15) as the

composition of the super version of the Olshanski homomorphism Y(gln) →

U(glm|n)glm and the natural homomorphism U(glm|n)glm → Z(glm|n, glm).

In more detail, let E denote the m×m matrix whose (i, j) entry is the

basis element Eij of glm. Then the mapping ψ : Y(gln) → U(glm|n) given by

t
(1)
ij 7→ Em+i,m+j ,

t
(r)
ij 7→

m∑

k,l=1

Em+i,k(E
r−2)klEl,m+j , r > 2,

(3.16)

defines an algebra homomorphism. It can be verified directly that the im-

ages of the generators t
(r)
ij satisfy the defining relations of the Yangian. Al-

ternatively, we can write this map as the composition of an embedding

of Y(gln) into the Yangian Y(glm|n) and the evaluation homomorphism

Y(glm|n) → U(glm|n); see [8, Formulas (7) and (12)].

Furthermore, it is easy to verify that each element ψ(t
(r)
ij ) commutes with

the elements Ekl, 1 6 k, l 6 m, so that the image of the homomorphism ψ is

contained in the centralizer U(glm|n)glm . The next step is to find the images

of the elements ψ(t
(r)
ij ) in the Mickelsson–Zhelobenko superalgebra by using

calculations similar to the even case; cf. [13, Sec. 3] and [15, Sec. 9.3]. The

final formula for the images of the coefficients of the series tij(u) is obtained

by twisting the homomorphism ψ by the shift automorphism of the Yangian

sending tij(u) to tij(u+m). ���

4. Yangian action on the multiplicity space

For any tuple of complex numbers λ = (λ1, . . . , λm |λm+1, . . . , λm+n)

satisfying the conditions (1.1) consider the corresponding finite-dimensional

irreducible representation L(λ) of glm|n. Denote by L(λ)+ the subspace of

glm-highest vectors in L(λ):

L(λ)+ = {η ∈ L(λ) |Eijη = 0 for 1 6 i < j 6 m}.
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Given an m-tuple of complex numbers µ = (µ1, . . . , µm) such that µi−µi+1 ∈

Z+ for all i we denote by L(λ)+µ the corresponding weight subspace of L(λ)+:

L(λ)+µ = {η ∈ L(λ)+ |Eiiη = µiη for i = 1, . . . ,m}.

We have the weight space decomposition

L(λ)+ =
⊕

µ

L(λ)+µ .

It follows from the super-extension of the general results of the Mick-

elsson algebra theory ([29], [30, Theorem 4.3.8]), that given a total weight-

consistent order on the set of elements Eba with m + 1 6 a < b 6 m + n

and zai with a = m+ 1, . . . ,m+ n and i = 1, . . . ,m, the subspace L(λ)+ is

spanned by the vectors Mζ, whereM runs over the set of ordered monomials

in these elements and ζ is the highest vector of L(λ). This implies that the

multiplicity space L(λ)+µ is nonzero only if all components of the m-tuple

µ = (µ1, . . . , µm) satisfy the inequalities 0 6 λi − µi 6 n. However, we

will not need to rely on this result as its independent proof will follow from

the explicit construction of the representation L(λ). Namely, assuming in

addition that µ is a partition, we will construct a basis of each space L(λ)+µ
and use these bases to produce a nonzero glm|n-submodule K of L(λ). Since

L(λ) is irreducible, we will conclude that K = L(λ) so that the space L(λ)+µ
is nonzero if and only if µ satisfies the above conditions.

The dimension of L(λ)+µ coincides with the multiplicity of the glm-

module L′(µ) in the restriction of L(λ) to glm. The multiplicity space L(λ)+µ
is a representation of the centralizer U(glm|n)glm . Therefore, using the Ol-

shanski homomorphism Y(gln) → U(glm|n)glm we can equip L(λ)+µ with an

action of the Yangian. As with the case of the skew representations of the

Yangian associated with the pair of Lie algebras glm+n and glm (see e.g. [15,

Sec. 8.5]) one can show by extending the arguments to the super case that

if the space L(λ)+µ is nonzero then the resulting representation of Y(gln)

in L(λ)+µ is irreducible. We do not bring full details here as this would

lengthen the paper significantly and also because the irreducibility of the

Y(gln)-module L(λ)+µ could be established in a more direct way by using the

character formula for L(λ) obtained in [3] and [23]; see also Corollary 4.20
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below. As we want to demonstrate how this formula follows from the ba-

sis construction, in our exposition we will still rely on the properties of the

super-version of the Olshanski homomorphism.

4.1. Covariant representations

We will now suppose that all components λi of λ are nonnegative inte-

gers and the number ℓ of nonzero components among λm+1, . . . , λm+n does

not exceed λm. The cyclic U(glm)-span of every nonzero element of the mul-

tiplicity space L(λ)+µ is a finite-dimensional representation of glm isomorphic

to L′(µ).

The elements zia and zai which are given by explicit formulas (3.2) and

(3.3) preserve the subspace of glm-highest vectors in L(λ). Moreover, they

raise and lower the glm-weights, respectively:

zia : L(λ)+µ → L(λ)+µ+δi
, zai : L(λ)+µ → L(λ)+µ−δi

,

where µ ± δi is obtained from µ by replacing the component µi by µi ± 1.

We will call the zia and zai the raising and lowering operators, respectively.

Suppose that µ = (µ1, . . . , µm) is a partition satisfying the conditions

0 6 λi − µi 6 n for all i = 1, . . . ,m. Introduce the element ζµ ∈ L(λ)+µ by

ζµ =

m∏

j=1

(
zm+λj−µj ,j . . . zm+2,jzm+1,j

)
ζ,

with the product taken in the increasing order of j.

Proposition 4.1. Under the action of Y(gln) on L(λ)+µ we have

tij(u)ζµ = 0 for 1 6 i < j 6 n (4.1)

and

tpp(u)ζµ = λm+p(u)ζµ for p = 1, . . . , n, (4.2)

where

λm+p(u) =
u+ λm+p +m

u+m

m∏

i=1, λi−µi>p

u− µi + i

u− µi + i− 1
. (4.3)
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Proof. Using Proposition 3.4 we can rewrite the statements in terms of the

action of the coefficients of the polynomials Zab(u). Each element hi acts in

L(λ)+µ as multiplication by the scalar σi = µi − i + 1 so that the relations

can be written as

Zab(u)ζµ = 0 for m+ 1 6 a < b 6 m+ n (4.4)

and

Zm+p,m+p(u)ζµ = (u+λm+p+m)

m∏

j=1, λj−µj>p

(u−σj +1)

m∏

j=1, λj−µj<p

(u−σj)ζµ

(4.5)

for p = 1, . . . , n. We will prove them by induction on the sum
∑m

j=1(λj−µj).

If the sum is zero, then ζµ = ζ is the highest vector of L(λ). Then the

relations follow from (3.8) as ziaζ = 0 for all i and a. Now let i be the

minimum index such that λi − µi > 0. Then ζµ = zciζµ+δi
with c = m +

λi − µi. Suppose that a < b. If a > c, then we use (3.12) to write

Zab(u)zciζµ+δi
= zciZab(u)

u− hi + 1

u− hi
ζµ+δi

+ zaiZcb(u)
1

u− hi
ζµ+δi

. (4.6)

If a < c, then using (3.13) we get

Zab(u)zciζµ+δi
= zciZab(u)

u− hi + 2

u− hi + 1
ζµ+δi

+ Zcb(u)zai
1

u− hi + 1
ζµ+δi

.

(4.7)

Note that z2
ai = 0 by (3.5), so that zaiζµ+δi

= 0 if a < c. Therefore, applying

the induction hypothesis we derive (4.4).

Now let a = b = m + p. Applying (4.6) and (4.7) together with (4.4),

we get

Zaa(u)zciζµ+δi
= zciZaa(u)

u− σi

u− σi − 1
ζµ+δi

, if λi − µi < p,

Zaa(u)zciζµ+δi
= zciZaa(u)

u− σi + 1

u− σi
ζµ+δi

if λi − µi > p,

Zaa(u)zaiζµ+δi
= zaiZaa(u)

u− σi + 1

u− σi − 1
ζµ+δi

if λi − µi = p.

This proves (4.5). ���
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Recall the notation lj = λj − j + 1 for j = 1, . . . ,m. Fix an index

i ∈ {1, . . . ,m} and set k = λi − µi.

Corollary 4.2. If k = 0 then zi,m+pζµ = 0 for all p = 1, . . . , n. If k > 1

then

zi,m+kζµ = (σi + λm+k +m)

i−1∏

j=1

(−1)λj−µj (σi − lj)

×

m∏

j=i+1, λj−µj>k

(σi − σj + 1)

m∏

j=i+1, λj−µj<k

(σi − σj)ζµ+δi
.

(4.8)

Moreover, for 0 6 k 6 n− 1 we have

zm+k+1,iζµ =

i−1∏

j=1

(−1)λj−µj

σi − lj − 1

i−1∏

j=1, λj−µj>k

(σi−σj)

i−1∏

j=1, λj−µj6k

(σi−σj−1)ζµ−δi
.

(4.9)

Proof. Since zi,m+pζ = 0, the first claim is immediate from (3.6). Further-

more, if k > 1, then applying (3.6), we get

zi,m+kζµ =

i−1∏

j=1

(−1)λj−µj

i−1∏

j=1

(
zm+λj−µj ,j . . . zm+2,jzm+1,j

)
zi,m+kζeµ,

where µ̃ = (λ1, . . . , λi−1, µi, . . . , µm). By (3.10), we have zi,m+kzm+k,i =

−Zm+k,m+k(hi − 1) so that

zi,m+kζeµ = zi,m+kzm+k,iζeµ+δ
i
= −Zm+k,m+k(σi)ζeµ+δ

i
,

and (4.8) follows from (4.5).

Now apply zm+k,i to both sides of (4.8). Using (3.9) and (4.5), for the

left hand side we obtain

zm+k,izi,m+kζµ = Zm+k,m+k(hi)ζµ = Zm+k,m+k(σi)ζµ

= (σi + λm+k +m)

m∏

j=1, λj−µj>k

(σi − σj + 1)

m∏

j=1, λj−µj<k

(σi − σj)ζµ.

Rewriting the resulting relation for µ− δi instead of µ, we get (4.9). ���



2011] COVARIANT REPRESENTATIONS OF THE LIE SUPERALGEBRA 433

Corollary 4.3. Suppose that µ = (µ1, . . . , µm) is a partition such that the

conditions 0 6 λi − µi 6 n hold for all i = 1, . . . ,m. Then the vector ζµ is

nonzero.

Proof. As in the proof of Proposition 4.1, we argue by induction on the sum∑m
j=1(λj − µj) and suppose that ζµ = zm+k,iζµ+δi

with k = λi − µi, where i

is the minimum index such that λi−µi > 0. Then σj = lj for j = 1, . . . , i−1

and using (4.8) we obtain

zi,m+kζµ = (σi+λm+k+m)

m∏

j=1, λj−µj>k

(σi−σj+1)

m∏

j=1, λj−µj<k

(σi−σj)ζµ+δi
.

We have σi + λm+k + m > σi + m > 0. Moreover, σ1 > · · · > σm so that

the only factor in the coefficient of ζµ+δi
which could be equal to zero is

σi − σi−1 + 1. However, in this case µi = µi−1 = λi−1 which contradicts the

assumption λi − µi > 0. Thus, the coefficient is nonzero. By the induction

hypothesis, the vector ζµ+δi
is nonzero and hence so is ζµ. ���

We will keep the assumptions of Proposition 4.1 and Corollary 4.3.

Note that the relations (4.1) and (4.2) mean that ζµ is the highest vector of

the Y(gln)-module L(λ)+µ whose highest weight is the n-tuple (λm+1(u), . . .,

λm+n(u)); see e.g. [15, Sec. 3.2]. The corresponding Drinfeld polynomi-

als P1(u), . . . , Pn−1(u) are monic polynomials in u which are defined by the

relations

λm+k(u)

λm+k+1(u)
=
Pk(u+ 1)

Pk(u)
(4.10)

for k = 1, . . . , n − 1. In Sec. 2 we associated a Young diagram Γλ to each

covariant highest weight λ. To give formulas for the polynomials Pk(u),

consider the skew diagram Γλ/µ obtained from Γλ by removing the first µi

boxes in row i for each i = 1, . . . ,m. By the content of any box α of Γλ/µ

we will mean the number c(α) = j − i if α is the intersection of row i and

column j of the diagram.

Corollary 4.4. The Drinfeld polynomials associated with the Y(gln)-module

L(λ)+µ are given by the formulas

Pk(u) =
∏

α

(
u− c(α)

)
,
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where α runs over the leftmost boxes of the rows of length k in the diagram

Γλ/µ.

Proof. The formulas of Proposition 4.1 imply that

Pk(u) =
m∏

i=1, λi−µi=k

(u− σi)

λm+k−λm+k+1∏

j=1

(u+ λm+k+1 +m+ j − 1).

Writing the factors in terms of the contents of the boxes of the diagram Γλ/µ

gives the desired formulas. ���

Now we introduce some parameters of the diagram conjugate to Γλ/µ.

Set r = µ1 and let µ′ = (µ′1, . . . , µ
′
r) be the diagram conjugate to µ so

that µ′j equals the number of boxes in column j of µ. Furthermore, set

λ′ = (λ′1, . . . , λ
′
r+n), where λ′j equals the number of boxes in column j of the

diagram Γλ.

Consider the general linear Lie algebra glr+n and its natural subalge-

bra glr. Denote by V (λ′) the finite-dimensional irreducible representation of

glr+n with the highest weight λ′. The subspace V (λ′)+µ′ of glr-highest vectors

in V (λ′) of weight µ′ is equipped with a structure of irreducible representa-

tion of the Yangian Y(gln). This is a skew representation of Y(gln); see e.g.

[15, Sec. 8.5] for a more detailed description of these representations. To

define the action, consider the homomorphism Y(gln) → U(glr+n) defined

by

t
(1)
ij 7→ Er+i,r+j,

t
(p)
ij 7→ (−1)p−1

r∑

k,l=1

Er+i,k(Ê
p−2)klEl,r+j, p > 2,

(4.11)

where Ê denotes the r × r matrix whose (i, j) entry is the basis element

Eij of glr. The image of the homomorphism is contained in the centralizer

U(glr+n)glr which allows to define the Yangian action on the vector space

V (λ′)+µ′ via this homomorphism. We will work with the twisted action of the

Yangian on this space which is obtained by taking its composition with the

automorphism sending tij(u) to tij(u− r).

Theorem 4.5. The Y(gln)-modules L(λ)+µ and V (λ′)+µ′ are isomorphic.
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Proof. The Drinfeld polynomials P k(u) of the skew Y(gln)-module V (λ′)+µ′

were first calculated in [17] for a slightly different action of the Yangian. In

our setting they can be written in the form

P k(u) =
∏

α

(
u+ c(α)

)
, k = 1, . . . , n − 1,

where α runs over the top boxes of the columns of height k in the diagram

λ′/µ′; see also [15, Sec. 8.5]. Hence, by Corollary 4.4 the Drinfeld polynomi-

als of V (λ′)+µ′ coincide with those of the module L(λ)+µ . We want to verify

that the highest weight of this module is the same as the highest weight

ν(u) = (ν1(u), . . . , νn(u)) of the Y(gln)-module V (λ′)+µ′ . This will imply

that the modules are isomorphic. We will use the formula for ν(u) given in

[15, Theorem 8.5.4]: the components νk(u) are found by

νk(u) =
(u+ ν

(1)
k )(u+ ν

(2)
k − 1) . . . (u+ ν

(r+1)
k − r)

(u+ µ′1)(u+ µ′2 − 1) . . . (u+ µ′r − r + 1)(u− r)
,

where

ν
(s)
k = mid{µ′s−1, µ

′
s, λ

′
k+s−1},

assuming µ′0 is sufficiently large, µ′r+1 = 0, and mid{a, b, c} denotes the

middle of the three integers. Since the components of the highest weight

and the Drinfeld polynomials are related by (4.10), it will be sufficient to

demonstrate that ν1(u) = λm+1(u). Write µ = (µ1, . . . , µm) in the form

µ = (r, . . . , r︸ ︷︷ ︸
µ′

r

, r − 1, . . . , r − 1︸ ︷︷ ︸
µ′

r−1−µ′
r

, . . . , 1, . . . , 1︸ ︷︷ ︸
µ′

1−µ′
2

, 0, . . . , 0︸ ︷︷ ︸
m−µ′

1

).

Now calculate λm+1(u) by (4.3). The part of the product

m∏

i=1, λi−µi>1

u− µi + i

u− µi + i− 1

corresponding to the values µi = s simplifies to the expression

u+ ν
(s+1)
1 − s

u+ µ′s+1 − s
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for each s ∈ {1, . . . , r}. The same expression equals the part of this product

with µi = s = 0 multiplied by the first factor in (4.3). ���

4.2. Construction of the basis vectors

As we pointed out in the proof of Theorem 4.5, the representation

V (λ′)+µ′ of Y(gln) admits a basis parameterized by column-strict tableaux

of shape λ′/µ′. The explicit action of the Drinfeld generators of the Yan-

gian in this basis was given in [17] by using a combinatorially equivalent

description of the basis vectors in terms of trapezium-like patterns. Using

Theorem 4.5, we get a basis of the Y(gln)-module L(λ)+µ parameterized by

the row-strict tableaux of shape Γλ/µ with entries in {m + 1, . . . ,m + n},

together with an explicit action of Y(gln) in this basis. Furthermore, taking

the Gelfand–Tsetlin basis of each glm-module L′(µ) we get a basis of the

direct sum K of the vector spaces in (1.2) taken over the highest weights

µ satisfying the assumptions of Corollary 4.3. Our goal now is to obtain

explicit formulas for the action of generators of glm|n in this basis of K.

This will show that K is stable under the action and hence, due to the irre-

ducibility of L(λ), that K = L(λ). The first step will be to present the basis

vectors explicitly in terms of the lowering operators.

Given elements a1, . . . , ak and b1, . . . , bk of the set {m+ 1, . . . ,m + n},

introduce the corresponding quantum minors

Za1,...,ak

b1,...,bk
(u) =

∑

p∈Sk

sgn p · Za1bp(1)
(u− k + 1) . . . Zakbp(k)

(u), (4.12)

where the polynomials Zab(u) are defined by (3.8). By Proposition 3.4, the

polynomials (4.12) inherit the properties of the respective quantum minors

ta1,...,ak

b1,...,bk
(u) in the Yangian Y(gln); see e.g. [15, Sec. 1.6]. In particular, the

polynomials are skew-symmetric with respect to permutations of the upper

indices ai or lower indices bi, and they can be expressed in a form alternative

to (4.12):

Za1,...,ak

b1,...,bk
(u) =

∑

p∈Sk

sgn p · Zap(1)b1(u) . . . Zap(k)bk
(u− k + 1). (4.13)
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Moreover, their images with respect to the anti-automorphism of Proposi-

tion 3.2 are given by

(
Za1,...,ak

b1,...,bk
(u)
)∗

= Zb1,...,bk
a1,...,ak

(u). (4.14)

Lemma 4.6. The following relations hold in Z(glm|n, glm): for any c ∈

{a1, . . . , ak} we have

zciZ
a1,...,ak

b1,...,bk
(u) = Za1,...,ak

b1,...,bk
(u)zci

u− hi − k + 1

u− hi + 2
, (4.15)

zicZ
b1,...,bk
a1,...,ak

(u) = Zb1,...,bk
a1,...,ak

(u)zic
u− hi + 1

u− hi − k
. (4.16)

Proof. Due to Proposition 3.2 and (4.14), the relations are equivalent.

Therefore it suffices to prove (4.15). By the skew-symmetry of the quantum

minors, we may assume that c = ak. We will argue by induction on k. If

k = 1, then (4.15) holds by (3.12) with a = c. For k > 2 write

Za1,...,ak

b1,...,bk
(u) =

k∑

j=1

(−1)j−1Za1bj
(u− k + 1)Za2,...,ak

b1,...,b̂j ,...,bk

(u).

Hence, using again (3.12) we get

zciZ
a1,...,ak

b1,...,bk
(u) =

k∑

j=1

(−1)j−1
(
Za1bj

(u− k + 1)zci
u− hi − k + 1

u− hi − k + 2

−za1iZcbj
(u− k + 1)

1

u− hi − k + 2

)
Za2,...,ak

b1,...,b̂j ,...,bk

(u).

Since Zc,a2,...,ak

b1,...,bk
(u) = 0, applying the induction hypothesis we arrive at

(4.15). ���

For each p = 1, . . . , n set

Ap(u) = Zm+1,...,m+p
m+1,...,m+p(u)Zm+1,...,m+p−1

m+1,...,m+p−1 (u)−1
m+1∏

i=2

1

u− hi − p+ 1
, (4.17)
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and for p = 1, . . . , n− 1 set

Bp(u) = −Zm+1,...,m+p
m+1,...,m+p−1,m+p+1(u)Z

m+1,...,m+p+1
m+1,...,m+p+1(u)−1

m+1∏

i=2

(u− hi − p)

and

Cp(u) = Zm+1,...,m+p−1,m+p+1
m+1,...,m+p (u)Zm+1,...,m+p−1

m+1,...,m+p−1(u)−1
m+1∏

i=2

1

u− hi − p+ 1
,

where hm+1 = −m and the second quantum minor in the formulas for A1(u)

and C1(u) is understood as being equal to 1.

As before, we also regard the Zab(u) as polynomials in u whose co-

efficients are operators in L(λ)+µ . We will see below that the basis vec-

tors of L(λ)+µ are eigenvectors for the coefficients of all quantum minors

Zm+1,...,m+l
m+1,...,m+l (u). Therefore, the application of Ap(u), Bp(u) or Cp(u) to a

basis vector produces a linear combination of the basis vectors whose coef-

ficients are rational functions in u.

Recalling the parametrization of the basis vectors of the skew repre-

sentations of the Yangian (see [15, Sec. 8.5]) and using the isomorphism of

Theorem 4.5, we find that the highest vector ζµ of the Y(gln)-module cor-

responds to the initial Γλ/µ-tableau T 0 which is obtained by filling in the

boxes of each row by the consecutive numbers m+ 1,m+ 2, . . . from left to

right. The entries λ0
r+p,j of the corresponding pattern V0 are given by

λ0
r+p,j = min{λ′j , µ

′
j−p}, (4.18)

where we assume that µ′i is sufficiently large for i 6 0. Equivalently, the pa-

rameters λ0
r+p,j of T 0 can be defined by first extending T 0 to a supertableau

of shape Γλ by writing the entry i in each box of row i of µ for i = 1, . . . ,m,

so that λ0
r+p,j is the number of entries in column j of this supertableau which

do not exceed m+ p. We will use the notation

l0r+p,j = λ0
r+p,j − j + 1. (4.19)
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Given an arbitrary row-strict Γλ/µ-tableau T , set

ζT =
∏

(p,j)

(
Cp(−l

′
r+p,j − 1) . . . Cp(−l

0
r+p,j + 1)Cp(−l

0
r+p,j)

)
ζµ, (4.20)

where the product is taken over the pairs (p, j) with p = 1, . . . , n − 1 and

j = 1, . . . , r + p in the order

(n− 1, 1), . . . , (1, 1), (n− 1, 2), . . . , (1, 2), . . . , (n− 1, r+1), . . . , (1, r+1),

(n− 1, r + 2), . . . , (2, r + 2), (n− 1, r + 3), . . . , (3, r + 3), . . . ,

(n− 1, r + n− 2), (n − 2, r + n− 2), (n− 1, r + n− 1).

Proposition 4.7. All evaluations of Cp(u) involved in the expression (4.20)

are well-defined. The vectors ζT parameterized by the row-strict tableaux T

form a basis of L(λ)+µ . Moreover, the action of the generators of the Lie

subalgebra gln in this basis is given by the formulas (2.1), (2.2) and (2.3)

with s > m+ 1.

Proof. The rational function Cp(u) coincides with the image of the series

t1,...,p−1,p+1
1,...,p (u)t1,...,p−1

1,...,p−1(u)
−1(u− h1 − p+ 1) (4.21)

under the homomorphism of Proposition 3.4. Note that h1 acts in L(λ)+µ
as multiplication by the scalar µ1 = r. Now we find the image of the series

(4.21) (with h1 replaced by r) in the skew representation V (λ′)+µ′ of Y(gln).

The formulas defining this representation can be written in an equivalent

form with the use of quantum minors of the matrix 1 + Eu−1, where E

denotes the (r + n) × (r + n) matrix whose (i, j) entry is Eij . Namely, the

representation is defined by

tij(u) 7→
[(

1 + Eu−1
)1,...,r

1,...,r

]−1
·
(
1 + Eu−1

)1,...,r,r+i

1,...,r,r+j

for i, j ∈ {1, . . . , n}. Moreover, the images of the quantum minors occurring

in (4.21) are then found by

t1,...,p−1,p+1
1,...,p (u) 7→

[(
1 + Eu−1

)1,...,r

1,...,r

]−1
·
(
1 + Eu−1

)1,...,r,r+1,...,r+p−1,r+p+1

1,...,r,r+1,...,r+p
,

t1,...,p−1
1,...,p−1(u) 7→

[(
1 + Eu−1

)1,...,r

1,...,r

]−1
·
(
1 + Eu−1

)1,...,r,r+1,...,r+p−1

1,...,r,r+1,...,r+p−1
;
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see e.g. [15, Sec. 8.5] for proofs of these statements. Hence, calculating the

image of the series (4.21) in the skew representation V (λ′)+µ′ we conclude

that the rational function Cp(u), regarded as an operator in V (λ′)+µ′ can be

written as

Cp(u) =
(
u+ E

)1,...,r+p−1,r+p+1

1,...,r+p
·
[(
u+ E

)1,...,r+p−1

1,...,r+p−1

]−1
.

However, as was observed in [16], for an appropriate value of u such an

operator takes a vector of the Gelfand–Tsetlin basis of V (λ′)+µ′ to another

vector of this basis; see also [15, Sec. 5.4]. More precisely, if V and V− are

trapezium patterns of the form described in Sec. 2 such that V− is obtained

from V by replacing an entry λ′r+p,j by λ′r+p,j−1, then for the corresponding

basis vectors ζV and ζV− of V (λ′)+µ′ we have

Cp(−l
′
r+p,j)ζV = ζV−.

Applying the isomorphism of Theorem 4.5 we conclude that

Cp(−l
′
r+p,j)ζT = ζT −

in the representation L(λ)+µ , there T and T − are the row-strict tableaux

corresponding to the patterns V and V−, respectively, so that T − is obtained

from T by replacing an entry m+ p by m+ p + 1 in column j. This shows

that the vectors given by (4.20) are well-defined and they form a basis of

L(λ)+µ .

Comparing the actions of Yangian in L(λ)+µ and V (λ′)+µ′ given by (3.16)

and (4.11), we can conclude that the elements of the subalgebra gln of glm|n

act on the basis vectors ζT of L(λ)+µ by the same formulas as the elements

of the subalgebra gln of glr+n act on the basis vectors ζV of V (λ′)+µ′ , thus

completing the proof. ���

Corollary 4.8. Let T be a row-strict tableau of shape Γλ/µ. Then for

p = 1, . . . , n

Ap(u)ζT =
(u+ l′r+p,1) . . . (u+ l′r+p,r+p)

(u+ l′r+p−1,1) . . . (u+ l′r+p−1,r+p−1)
ζT . (4.22)
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Moreover, for p ∈ {1, . . . , n− 1} and j ∈ {1, . . . , r + p} we have

Cp(−l
′
r+p,j)ζT = ζT − , (4.23)

if T contains an entry m+ p in column j and the replacement of this entry

by m+ p+ 1 yields a row-strict tableau T −.

For the same values of the parameters p and j we have

Bp(−l
′
r+p,j)ζT = ζT + , (4.24)

if T contains an entry m + p + 1 in column j and the replacement of this

entry by m+ p yields a row-strict tableau T +.

Proof. We argue as in the proof of Proposition 4.7. The rational function

Ap(u) coincides with the image of the series

t1,...,p
1,...,p(u)t

1,...,p−1
1,...,p−1(u)

−1(u− h1 − p+ 1)

under the homomorphism of Proposition 3.4. The image of this series (with

h1 replaced by r) in the skew representation V (λ′)+µ′ is given by

Ap(u) =
(
u+ E

)1,...,r+p

1,...,r+p
·
[(
u+ E

)1,...,r+p−1

1,...,r+p−1

]−1
.

Hence, using again the formulas for the Yangian action in the Gelfand–

Tsetlin basis of V (λ′)+µ′ we get the first relation.

The claim involving the operators Cp(−l
′
r+p,j) was established in the

proof of Proposition 4.7. Similarly, the rational function Bp(u) coincides

with the image of the series

− t1,...,p
1,...,p−1,p+1(u)t

1,...,p+1
1,...,p+1(u)

−1 1

u− h1 − p

under the homomorphism of Proposition 3.4. The image of this series in

V (λ′)+µ′ is given by

Bp(u) = −
(
u+ E

)1,...,r+p

1,...,r+p−1,r+p+1
·
[(
u+ E

)1,...,r+p+1

1,...,r+p+1

]−1
.

Let V be the trapezium pattern corresponding to the supertableau T . The

formulas for the Yangian action in the Gelfand–Tsetlin basis of V (λ′)+µ′ now
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give

Bp(−l
′
r+p,j)ζV = ζV+,

where V+ is the pattern obtained from V by replacing the entry λ′r+p,j by

λ′r+p,j + 1; see [15, Sec. 5.4]. It is clear that V+ corresponds to the su-

pertableau T +. ���

Corollary 4.8 implies the following identities for the parameters of the

initial tableau T 0 of shape Γλ/µ.

Lemma 4.9. For each p = 1, . . . , n we have

(u+ l0r+p,1 + p− 1) . . . (u+ l0r+p,r+p + p− 1)

(u+ l0r+p−1,1 + p− 1) . . . (u+ l0r+p−1,r+p−1 + p− 1)

=
(u+ λm+p +m)(u− r)

u+m

m∏

j=1, λj−µj>p

u− σj + 1

u− σj
.

Proof. Calculate Ap(u + p − 1)ζT 0 in two different ways and compare the

eigenvalues. First take T = T 0 in (4.22) and replace u by u + p − 1. This

gives the left hand side of the equality. On the other hand, since ζT 0 =

ζµ is the highest vector of the Y(gln)-module L(λ)+µ , the eigenvalue of the

operator Zm+1,...,m+p
m+1,...,m+p(u) on ζµ can be found from (4.5) and (4.13). Hence,

the application of (4.17) yields the eigenvalue of Ap(u + p − 1) in the form

of the right hand side of the equality. ���

Using the Gelfand–Tsetlin basis [7] of each representation L′(µ) of glm

with µ satisfying the assumptions of Corollary 4.3, and the basis ζT of L(λ)+µ
formed by the row-strict tableaux T of shape Γλ/µ, we will construct basis

vectors of the vector spaces L′(µ)⊗L(λ)+µ occurring in (1.2). More precisely,

consider the raising and lowering operators sik and ski for k = 2, . . . ,m and

i = 1, . . . , k − 1 which are elements of U(glm) given by the explicit formulas

analogous to (3.2) and (3.3),

sik =
∑

i>i1>···>ip>1

Eii1Ei1i2 . . . Eip−1ipEipk(hi − hj1) . . . (hi − hjr),

ski =
∑

i<i1<···<ip<k

Ei1iEi2i1 . . . Eipip−1Ekip(hi − hj1) . . . (hi − hjr),
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where p runs over nonnegative integers, hi = Eii−i+1 and {j1, . . . , jr} is the

complementary subset to {i1, . . . , ip} in the set {1, . . . , i−1} or {i+1, . . . , k−

1}, respectively. Note that the lowering operators ski and skj commute for

any i, j ∈ {1, . . . , k − 1}.

Any supertableau Λ of shape Γλ uniquely determines a partition µ =

(µ1, . . . , µm) as the shape of the subtableau with entries in {1, . . . ,m}, as

well as the corresponding pattern U with entries λij; see Sec. 2. Moreover,

a row-strict tableau T is found as the subtableau of Λ with entries in {m+

1, . . . ,m+ n}. Define the vector of L(λ) corresponding to Λ by

ζΛ =

−→∏

k=2,...,m

(
s
λ

k1−λ
k−1,1

k1 . . . s
λ

k,k−1−λ
k−1,k−1

k,k−1

)
ζT , (4.25)

where ζT is defined in (4.20). The following is implied by the properties of

the Gelfand–Tsetlin bases; see e.g. [14] for a proof.

Proposition 4.10. The action of the generators of the Lie subalgebra glm

of glm|n on the vectors ζΛ of L(λ) is given by formulas (2.1) with 1 6 s 6 m

and by formulas (2.2), (2.3) with 1 6 s 6 m− 1.

Due to Propositions 4.7 and 4.10, in order to determine the action of

all elements of glm|n on the vectors ζΛ of L(λ), it will be sufficient to find

explicit expansions of Em,m+1ζΛ and Em+1,mζΛ as linear combinations of

these vectors. The following two lemmas are well-known in the classical case

(i.e. for the Lie algebra glm+1) and their proofs are not essentially different

in the super case; cf. [14, Sec. 2.3] and [28]. Here we regard the raising

and lowering operators given by (3.2) and (3.3) as elements of the universal

enveloping algebra U(glm|n).

Lemma 4.11. The following relation holds in U′(glm|n),

Em,m+1 =

m∑

i=1

smizi,m+1
1

(hi − h1) . . . ∧i . . . (hi − hm)
,

where smm = 1.

Lemma 4.12. For any nonnegative integers k1, . . . , km−1, in U′(glm|n) we

have

Em+1,ms
k1
m1 . . . s

km−1

m,m−1
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=

m∑

i=1

sk1
m1 . . . s

ki−1
mi . . . s

km−1

m,m−1zm+1,i
(hi−h1+k1) . . . (hi−hm−1+km−1)

(hi − h1) . . . ∧i . . . (hi − hm)
.

Observe that Em,m+1 commutes with all lowering operators ski. There-

fore, using (4.25) we get

Em,m+1ζΛ =

−→∏

k=2,...,m

(
s
λ

k1−λ
k−1,1

k1 . . . s
λ

k,k−1−λ
k−1,k−1

k,k−1

)
Em,m+1ζT . (4.26)

By Lemma 4.11, to find the expansion of Em,m+1ζΛ we need to calcu-

late zi,m+1ζT in terms of the basis vectors of L(λ)+µ+δi
. Similarly, Em+1,m

commutes with the lowering operators ski for k 6 m − 1. Hence, due

to Lemma 4.12, to find the expansion of Em+1,mζΛ we need to calculate

zm+1,iζT in terms of the basis vectors of L(λ)+µ−δi
.

Lemma 4.13. For any p ∈ {1, . . . , n− 1} we have in Z(glm|n, glm):

Bp(u)zm+1,i = zm+1,iBp(u), for i > 2,

and

Bp(u)zm+1,1 = zm+1,1Bp(u)
u− h1 − p

u− h1 − p+ 1
.

Proof. It suffices to apply (4.15) to permute zm+1,i with Bp(u), and use the

relation zm+1,i(u− hi − p+ 1) = (u− hi − p)zm+1,i for i > 2. ���

Lemma 4.14. We have the relations in Z(glm|n, glm):

z1,m+1C1(u) = C1(u)z1,m+1
u− h1 + 1

u− h1 − 1
,

zi,m+1C1(u) = C1(u)zi,m+1
u− hi + 1

u− hi
, if i > 2,

and

zi,m+1Cp(u) = Cp(u)zi,m+1, if i, p > 2,

z1,m+1Cp(u) = Cp(u)z1,m+1
u− h1 − p+ 1

u− h1 − p
, if p > 2.

Proof. All relations follow by the application of (4.16). ���
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Proposition 4.15. For any i ∈ {1, . . . ,m} we have

zi,m+1ζT = bi,T
∏

(p,j)

(
Cp(−l

′
r+p,j−1) . . . Cp(−l

0
r+p,j +1)Cp(−l

0
r+p,j)

)
zi,m+1ζµ,

(4.27)

where the product over the pairs (p, j) is taken in the same ordering as in

(4.20) and bi,T is a constant given by

bi,T =

n−1∏

p=1

r+p∏

j=1

l′r+p,j + σ1 + p

l0r+p,j + σ1 + p
·

r+1∏

j=1

l′r+1,j + σ1

l0r+1,j + σ1
if i = 1, (4.28)

and

bi,T =
r+1∏

j=1

l′r+1,j + σi

l0r+1,j + σi

if i > 2. (4.29)

Proof. To verify (4.29), note that if i > 2, then by Lemma 4.14, zi,m+1 is

permutable with the operators of the form Ck(u) with k > 2. Furthermore,

the lemma implies that for p > 0

zi,m+1C1(u+ p− 1) . . . C1(u+ 1)C1(u)

= C1(u+ p− 1) . . . C1(u+ 1)C1(u)zi,m+1
u− hi + p

u− hi

which yields (4.29). Relation (4.28) is verified by a similar calculation with

the use of Lemma 4.14. ���

Due to Proposition 4.15, the calculation of zi,m+1ζT is reduced to ex-

panding of zi,m+1ζµ. If λi−µi = 0 for some i ∈ {1, . . . ,m}, then zi,m+1ζµ = 0

by Corollary 4.2. On the other hand, if k = λi −µi > 1, then applying (4.9)

with µ replaced by µ+ δi we obtain

ζµ = ci,µzm+k,iζµ+δi
, (4.30)

where

ci,µ =

i−1∏

j=1

(−1)λj−µj
σi − lj
σi − σj

i−1∏

j=1, λj−µj>k

σi − σj

σi − σj + 1
.
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Furthermore, using (3.10), we derive

zi,m+1zm+k,iζµ+δi
= −Zm+k,m+1(hi − 1)ζµ+δi

= −Zm+k,m+1(σi)ζµ+δi
.

If k = 1, then by (4.5), this vector equals ζµ+δi
multiplied by a scalar. Now

suppose that k > 2. In this case relations (3.4) imply that

Zm+k,m+1(σi) = [Em+k,m+1, Zm+1,m+1(σi)],

and so

zi,m+1zm+k,iζµ+δi
= Zm+1,m+1(σi)Em+k,m+1ζµ+δi

(4.31)

since Zm+1,m+1(σi)ζµ+δi
= 0 by (4.5). We will identify ζµ+δi

with the ba-

sis vector ζT 0 of L(λ)+µ+δi
corresponding to the initial tableau T 0 of shape

Γλ/(µ+ δi), obtained by filling in the boxes of each row by the consecutive

numbers m + 1,m + 2, . . . from left to right. We suppose first that i > 2

and use the corresponding parameters λ0
r+p,j of T 0 defined in (4.18) together

with l0r+p,j defined in (4.19).

As we showed in Proposition 4.7, the expansion of Em+k,m+1ζT 0 in terms

of the basis vectors ζT can be found by the respective case of the formula

(2.3). Writing

Em+k,m+1 = [Em+k,m+k−1, . . . , [Em+3,m+2, Em+2,m+1] . . . ] (4.32)

we can see that for i > 2 the expansion of Em+k,m+1ζT 0 will contain

only those vectors ζT for which exactly one of the parameters λ0
r+1,1, . . .,

λ0
r+1,r+1 is decreased by 1. Due to the subsequent application of the oper-

ator Zm+1,m+1(σi), there will be only one of such vectors occurring in the

expansion of (4.31) with a nonzero coefficient. Indeed, using (4.22) with

p = 1 we derive that for any skew tableau T of shape Γλ/(µ+ δi),

Zm+1,m+1(u)ζT =
(u+ l′r+1,1) . . . (u+ l′r+1,r+1)

(u+ l′r,1) . . . (u+ l′r,r)

×(u− σ2) . . . (u− σi − 1) . . . (u− σm+1)ζT . (4.33)

Set s = µi so that µ′s+1 = i−1. If T occurs in the expansion of Em+k,m+1ζT 0

and λ′r+1,s+2 = µ′s+1 + 1, then

l′r+1,s+2 = λ′r+1,s+2 − s− 1 = µ′s+1 − s = i− 1 − µi = −σi
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and Zm+1,m+1(σi)ζT = 0. Hence, if Zm+1,m+1(σi)ζT 6= 0 then λ′r+1,s+2 =

µ′s+1. The betweenness conditions then give

λ′r+1,s+2 = · · · = λ′r+k−1,s+k = µ′s+1,

while for the remaining parameters we have λ′r+p,j = λ0
r+p,j. This determines

a unique tableau which we denote by T +. Thus,

zi,m+1zm+k,iζµ+δi
= di,µζT + , (4.34)

for a nonzero constant di,µ and any k > 1. To calculate its value, note that

by (2.3) and (4.32) the coefficient of the basis vector ζT + in the expansion of

Em+k,m+1ζµ+δi
coincides with the coefficient of this vector in the expansion

of

(−1)kEm+2,m+1Em+3,m+2 . . . Em+k,m+k−1ζµ+δi

and it is found by the formula

(−1)k
k−1∏

p=1

(σi + l0r+p−1,1 + p− 1) . . . (σi + l0r+p−1,r+p−1 + p− 1)

(σi + l0r+p,1 + p− 1) . . . ∧s+p+1 . . . (σi + l0r+p,r+p + p− 1)
. (4.35)

We now use Lemma 4.9 (applied to Γλ/(µ + δi) instead of Γλ/µ) to write

this coefficient in a different form. Divide both sides of the identity of the

lemma by u− σi and set u = σi. We get the identity

(σi + l0r+p−1,1 + p− 1) . . . (σi + l0r+p−1,r+p−1 + p− 1)

(σi + l0r+p,1 + p− 1) . . . ∧s+p+1 . . . (σi + l0r+p,r+p + p− 1)

= −
σi +m

(σi − r)(σi + λm+p +m)

m∏

j=1, j 6=i, λj−µj>p

σi − σj

σi−σj+1
.

Taking the product over p, we find that the coefficient (4.35) equals

−
(σi +m

σi − r

)k−1
k−1∏

p=1

1

σi + λm+p +m

m∏

j=1, j 6=i

( σi − σj

σi − σj + 1

)min{λj−µj ,k−1}
.

Hence, applying (4.33) for u = σi and T = T +, and combining this with
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(4.30), we conclude that in the case under consideration,

zi,m+1ζµ = gi,µζT + , (4.36)

with

gi,µ =

i−1∏

j=1

(−1)λj−µj
σi − lj
σi − σj

i−1∏

j=1, λj−µj>k

σi − σj

σi − σj + 1

×
(σi +m

σi − r

)k−1
k−1∏

p=1

1

σi+λm+p+m

m∏

j=1, j 6=i

( σi − σj

σi−σj +1

)min{λj−µj ,k−1}

×
(σi + l0r+1,1) . . . (σi + l0r+1,r+1)

(σi + l0r,1) . . . ∧s+1 . . . (σi + l0r,r)
(σi − σ2) . . . ∧i . . . (σi − σm+1),

where the parameters l0r+p,j are now associated with the initial tableau T 0 of

shape Γλ/µ via (4.18) and (4.19). The same formula for gi,µ clearly remains

valid in the case k = 1 as well.

To extend the above calculation to the case i = 1 we need to take into

account the fact that the parameter r = µ1 changes to r+1 for the partition

µ+ δ1. This time (4.33) is replaced by the relation

Zm+1,m+1(u)ζT =
(u+ l′r+2,1) . . . (u+ l′r+2,r+2)

(u+ l′r+1,1) . . . (u+ l′r+1,r+1)
(u− σ2) . . . (u− σm+1)ζT ,

(4.37)

where T is any skew tableau of shape Γλ/(µ+δ1). We will use the parameters

λ0
r+p,j and l0r+p,j associated with the initial tableau of shape Γλ/µ by (4.18)

and (4.19). Relation (4.34) holds for i = 1 as well, where the parameters of

the tableau T + of shape Γλ/(µ+ δ1) are given by

λ′r+p+1,j = λ0
r+p,j for p = 0, . . . , n and j = 1, . . . , r + p, (4.38)

while λ′r+1,r+1 = 1 and λ′r+p,r+p = 0 for p > 2. The coefficient of the basis

vector ζT + in the expansion of Em+k,m+1ζµ+δ1
coincides with the coefficient

of this vector in the expansion of

(−1)kEm+2,m+1Em+3,m+2 . . . Em+k,m+k−1ζµ+δ1
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and it is found by the formula

(−1)k
k−1∏

p=1

(r + l0r+p−1,1 + p− 1) . . . (r + l0r+p−1,r+p−1 + p− 1)

(r + l0r+p,1 + p− 1) . . . (r + l0r+p,r+p + p− 1)
. (4.39)

Lemma 4.9 now gives

(r + l0r+p−1,1 + p− 1) . . . (r + l0r+p−1,r+p−1 + p− 1)

(r + l0r+p,1 + p− 1) . . . (r + l0r+p,r+p + p− 1)

=
r +m

r + λm+p +m

m∏

j=2, λj−µj>p

r − σj

r − σj + 1
,

so that taking the product over p, we find that the coefficient (4.39) equals

(−1)k(r +m)k−1
k−1∏

p=1

1

r + λm+p +m

m∏

j=2

( r − σj

r − σj + 1

)min{λj−µj ,k−1}
.

Therefore, applying (4.37) for u = r and T = T +, we conclude that (4.36)

holds for i = 1 with

g1,µ = (−1)k−1(r +m)k−1
k−1∏

p=1

1

r+λm+p+m

m∏

j=2

( r − σj

r−σj+1

)min{λj−µj ,k−1}

×
(r + l0r+1,1) . . . (r + l0r+1,r+1)

(r + l0r,1) . . . (r + l0r,r)
(r − σ2) . . . (r − σm+1),

which is valid for k > 1.

Combining the above calculation with Proposition 4.15 we come to the

following.

Proposition 4.16. Suppose that for some i ∈ {1, . . . ,m} the following con-

dition holds: µ+ δi is a partition, and a row-strict tableau T of shape Γλ/µ

contains the entry m+ 1 in the box (i, µi + 1). Then

zi,m+1ζT = bi,T gi,µζT +
i

, (4.40)

where T +
i is the tableau obtained from T by removing the entry m+ 1 from

the box (i, µi + 1), and the coefficients bi,T and gi,µ are nonzero. Moreover,

if the condition does not hold, then zi,m+1ζT = 0.
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Proof. If the condition holds, then the claim follows from the formulas

(4.23) and the definition (4.20) of the vectors ζT together with (4.27) and

(4.36). Now suppose that µ+δi is not a partition. If the vector ξ = zi,m+1ζT
were nonzero, its cyclic span U(glm)ξ would be a highest weight glm-module

with the highest weight µ + δi. Since µ+ δi is not a partition, this module

must be infinite-dimensional, a contradiction.

Furthermore, if µ+ δi is a partition, then the condition will be violated

if the box (i, µi + 1) is outside the diagram Γλ/µ. In this case λi = µi

and the claim follows from Corollary 4.2, as zi,m+1ζµ = 0. Finally, let the

diagram Γλ/µ contain the box (i, µi + 1) with the entry of T in this box

greater than m + 1. Set j = µi + 1. Then all entries in column j of the

tableau T should also exceed m+ 1 and so the parameter l′r+1,j of T equals

λ′r+1,j − j + 1 = −µi + i − 1 = −σi. Hence, bi,T = 0 and the claim follows

from Proposition 4.15. ���

Proposition 4.16 together with Lemma 4.11 and relation (4.26) provide

explicit formulas for the coefficients in the expansion of Em,m+1ζΛ as a linear

combination of the basis vectors. We will express these coefficients in terms

of the parameters of Λ in Theorem 4.18 below.

We now turn to the calculation of zm+1,iζT for an arbitrary row-strict

tableau T of shape Γλ/µ. Suppose that the condition of Proposition 4.16

holds. Apply zm+1,i to both sides of (4.40). Using (3.9), we get

bi,T gi,µzm+1,iζT +
i

= zm+1,izi,m+1ζT = Zm+1,m+1(hi)ζT = Zm+1,m+1(σi)ζT

(4.41)

which equals ζT multiplied by a scalar found for i = 1 and i > 2 from (4.37)

and (4.33), respectively. This allows us to calculate zm+1,iζT +
i

.

Proposition 4.17. Suppose that for some i ∈ {1, . . . ,m} the following con-

dition holds: µ− δi is a partition and a row-strict tableau T of shape Γλ/µ

does not contain the entry m+ 1 in the box (i, µi + 1). Then

zm+1,iζT = fi,T ζT −
i

, (4.42)

where T −
i is the tableau obtained from T by adding the entry m + 1 in

the box (i, µi), and fi,T is a constant. If the condition does not hold, then

zm+1,iζT = 0.
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Proof. The first part of the proposition follows from (4.41). Now suppose

that the condition is violated and µ − δi is not a partition. If i < m then

the claim follows by the same argument as in the proof of Proposition 4.16

by considering the U(glm)-cyclic span of the vector zm+1,iζT . If i = m then

we must have µm = 0. We will show that

zm+1,mζT = 0 (4.43)

for all row-strict tableaux T of skew shapes Γλ/µ with µ running over the

partitions with µm = 0. Using (4.22) with p = 1 we derive that

Zm+1,m+1(u)ζT =
(u+ l′r+1,1) . . . (u+ l′r+1,r+1)

(u+ l′r,1) . . . (u+ l′r,r)
· (u− σ2) . . . (u− σm+1)ζT .

(4.44)

Therefore, by (3.10) we have

zm,m+1zm+1,mζT = −Zm+1,m+1(hm − 1)ζT = −Zm+1,m+1(−m)ζT = 0,

(4.45)

where we used the assumption µm = 0 to conclude that all parameters l′rj

in (4.44) do not exceed m− 1, while σm+1 = −m. We proceed by induction

on the weights ω(T ) of the vectors ζT . The base of induction is the case

ζT = ζµ with µ = (λ1, . . . , λm−1, 0) so that

ω(T ) = (λ1, . . . , λm−1, 0 |λm+1 + 1, . . . , λm+k + 1, λm+k+1, . . . , λm+n),

where k = λm. In this case zm+1,mζµ = zm+1,mzm+k,m . . . zm+1,mζ = 0 since

z2
m+1,m = 0 and zm+1,mzm+p,m = −zm+1,mzm+p,m by (3.5). Now, given

an arbitrary T we will show that the vector zm+1,mζT is annihilated by

all operators Ea,a+1 with a = 1, . . . ,m + n − 1. Indeed, this is clear for

a = 1, . . . ,m− 1. Furthermore, each operator Ea,a+1 with a > m commutes

with zm+1,m so that

Ea,a+1zm+1,mζT = zm+1,mEa,a+1ζT

which is zero by the induction hypothesis, since Ea,a+1ζT is a linear combina-

tion of the vectors ζT ′ with the weights ω(T ′) exceeding ω(T ). To calculate

Em,m+1zm+1,mζT use Lemma 4.11. Using (3.6) we find that for i < m

zi,m+1zm+1,mζT = −zm+1,mzi,m+1ζT
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which is zero by Proposition 4.16 and the induction hypothesis. Finally,

the case i = m is taken care of by (4.45). Thus, if a vector zm+1,mζT were

nonzero, it would generate a proper nonzero submodule of L(λ). This is a

contradiction since L(λ) is irreducible. This proves (4.43).

It remains to show that zm+1,iζT = 0 in the case where µ − δi is a

partition and a row-strict tableau T of shape Γλ/µ contains the entry m+1

in the box (i, µi + 1). By the first part of the proposition, the vector ζT can

be written as ζT = czm+1,iζT , where c is a constant and the tableau T is

obtained from T by removing the entry m+ 1 in the box (i, µ1 + 1). Then

zm+1,iζT = 0 since z2
m+1,i = 0. ���

We will now use Propositions 4.16 and 4.17 to produce a basis of L(λ)

and to prove the main theorem. Recall the vectors ζΛ of L(λ) constructed

in (4.25). As before, to each supertableau Λ of shape Γλ we associate a

partition µ = (µ1, . . . , µm) as the shape of the subtableau with entries in

{1, . . . ,m}. The parameters l0r+p,j of the initial tableau T 0 of shape Γλ/µ

are defined in (4.19), where r = r(Λ) is defined by r = λm1 = µ1.

Theorem 4.18. The vectors ζΛ parameterized by all supertableaux Λ of

shape Γλ form a basis of the representation L(λ) of glm|n. Moreover, the

action of the generators of glm|n is given by (2.1)–(2.3) together with the

formulas

Em,m+1ζΛ =
∑

Λ′

cΛΛ′ζΛ′ , (4.46)

Em+1,mζΛ =
∑

Λ′

dΛΛ′ζΛ′ , (4.47)

where the sums are taken over supertableaux Λ′ obtained from Λ respectively

by replacing an entry m + 1 by m and by replacing an entry m by m + 1.

The coefficients are found by the formulas

cΛΛ′ =
(lmi + l′r+1,1) . . . (lmi + l′r+1,r+1)

(lmi + l0r,1) . . . ∧λmi+1 . . . (lmi + l0r,r)

(
lmi +m

lmi − lm1

)k

×

k−1∏

p=1

1

lmi + λm+p +m

i−1∏

j=1

(−1)λj−λmj
lmi − lj
lmi − lmj
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×
i−1∏

j=1, λj−λmj>k

lmi − lmj

lmi−lmj +1

m∏

j=1, j 6=i

(
lmi − lmj

lmi−lmj +1

)min{λj−λmj ,k−1}

and

dΛΛ′ =
(lmi − lm−1,1) . . . (lmi − lm−1,m−1)

(lmi − lm1) . . . ∧i . . . (lmi − lmm)

(
lmi − lm1 − 1

lmi +m− 1

)k

×

k∏

p=1

(lmi + λm+p +m− 1)

i−1∏

j=1

(−1)λj−λmj
lmi−lmj−1

lmi − lj − 1

×

i−1∏

j=1, λj−λmj>k

lmi − lmj

lmi−lmj−1

m∏

j=1, j 6=i

(
lmi − lmj

lmi−lmj−1

)min{λj−λmj ,k}

,

where the replacement occurs in row i > 2 and k = λi − λmi;

cΛΛ′ = (−1)k−1(lm1 +m)k
(lm1 + l′r+1,1) . . . (lm1 + l′r+1,r+1)

(lm1 + l0r,1) . . . (lm1 + l0r,r)

×
k−1∏

p=1

1

lm1 + λm+p +m

×
n−1∏

p=1

r+p∏

j=1

lm1 + l′r+p,j + p

lm1 + l0r+p,j + p

m∏

j=2

(
lm1 − lmj

lm1 − lmj + 1

)min{λj−λmj ,k−1}

and

dΛΛ′ =
(−1)k

(lm1 +m− 1)k
(lm1 − lm−1,1) . . . (lm1 − lm−1,m−1)

(lm1 − lm2) . . . (lm1 − lmm)

×
k∏

p=1

(lm1 + λm+p +m− 1)
m∏

j=2

(
lm1 − lmj

lm1 − lmj − 1

)min{λj−λmj ,k}

×

n−1∏

p=1

r+p−1∏

j=1

lm1 + l0r+p,j + p− 1

lm1 + l′r+p,j + p− 1
,

where the replacement occurs in row 1 and k = λ1 − λm1.

Proof. Consider the subspace K of L(λ), spanned by all vectors ζΛ. By

Propositions 4.7 and 4.10 the subspace K is invariant with respect to the
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action of the subalgebras glm and gln of glm|n. Moreover, Lemmas 4.11 and

4.12 together with Propositions 4.16 and 4.17 imply that K is also invariant

with respect to the action of the elements Em,m+1 and Em+1,m. Hence, K is

a glm|n-submodule of L(λ). Since K contains the highest vector ζ, and L(λ)

is irreducible we can conclude that K = L(λ).

Furthermore, for each partition µ = (µ1, . . . , µm) such that 0 6 λi−µi 6

n for all i, the vectors ζT parameterized by skew tableaux T of shape Γλ/µ

form a basis of the vector space L(λ)+µ . For any fixed T the vectors of

the form (4.25) parameterized by the column-strict µ-tableaux with entries

in {1, . . . ,m} form a basis of the glm-module L′(µ). This implies that the

vectors ζΛ are linearly independent and hence form a basis of L(λ).

We will now calculate the expansions Em,m+1ζΛ and Em+1,mζΛ as linear

combinations of the basis vectors. Taking into account the denominator in

the relation of Lemma 4.11 and using (4.36) for i > 2 we get

gi,µ

(σi − σ1) . . . ∧i . . . (σi − σm)

=

i−1∏

j=1

(−1)λj−µj
σi − lj
σi − σj

i−1∏

j=1, λj−µj>k

σi − σj

σi − σj + 1

×
(σi +m

σi − r

)k
k−1∏

p=1

1

σi + λm+p +m

m∏

j=1, j 6=i

( σi − σj

σi − σj + 1

)min{λj−µj ,k−1}

×
(σi + l0r+1,1) . . . (σi + l0r+1,r+1)

(σi + l0r,1) . . . ∧s+1 . . . (σi + l0r,r)
,

where s = µi. The calculation is completed by applying Proposition 4.15

with formula (4.29). Similarly, using the case i = 1 of (4.36), we find that

g1,µ

(r − σ2) . . . (r − σm)

= (−1)k−1(r +m)k
k−1∏

p=1

1

r + λm+p +m

×
(r + l0r+1,1) . . . (r + l0r+1,r+1)

(r + l0r,1) . . . (r + l0r,r)

m∏

j=2

( r − σj

r − σj + 1

)min{λj−µj ,k−1}
.

The calculation is completed by applying Proposition 4.15 with (4.28) thus

proving the formulas for cΛΛ′ in (4.46).
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To prove the formula for the coefficients dΛΛ′ in (4.47), apply zm+1,i

with i > 2 to both sides of (4.36) and use (3.9) to get

gi,µzm+1,iζT + = zm+1,izi,m+1ζµ = Zm+1,m+1(hi)ζµ = Zm+1,m+1(σi)ζµ

so that

zm+1,iζT + = g−1
i,µZm+1,m+1(σi)ζµ.

Then (4.44) implies

Zm+1,m+1(σi)ζµ

=
(σi + l0r+1,1) . . . (σi + l0r+1,r+1)

(σi + l0r,1) . . . ∧s+1 . . . (σi + l0r,r)
· (σi − σ2) . . . ∧i . . . (σi − σm+1)ζµ,

where we identify ζµ with the vector ζT 0 associated with the initial tableau

T 0 of the skew shape Γλ/µ. Using the formula for gi,µ we get

zm+1,iζT + =
( σi − r

σi +m

)k−1

×

k−1∏

p=1

(σi + λm+p +m)

m∏

j=1, j 6=i

(σi − σj + 1

σi − σj

)min{λj−µj ,k−1}

×

i−1∏

j=1

(−1)λj−µj
σi − σj

σi − lj

i−1∏

j=1, λj−µj>k

σi − σj + 1

σi − σj
ζµ.

Replace µ by µ − δi so that k will be replaced by k + 1 and T + will be

associated with µ. Thus, for k > 0 we have

zm+1,iζT + =
( σi − r − 1

σi +m− 1

)k

×
k∏

p=1

(σi + λm+p +m− 1)
m∏

j=1, j 6=i

( σi − σj

σi − σj − 1

)min{λj−µj ,k}

×
i−1∏

j=1

(−1)λj−µj
σi − σj − 1

σi − lj − 1

i−1∏

j=1, λj−µj>k

σi − σj

σi − σj − 1
ζµ−δi

.

Now we use (4.24) and the first relation of Lemma 4.13 to calculate zm+1,iζT
for an arbitrary skew tableau of shape Γλ/µ. Applying appropriate operators

of the form Bp(−l
′
r+p,j) to both sides of (4.42), we conclude that the coeffi-
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cient fi,T coincides with fi,T + , where the tableau T + is associated with µ as

above. Together with Lemma 4.12 this proves the formula for the coefficient

dΛΛ′ in (4.47), for i > 2.

Finally, consider the case i = 1 of the formula (4.47). Apply zm+1,1 to

both sides of (4.36) with i = 1 and use (3.9) to get

g1,µzm+1,1ζT + = zm+1,1z1,m+1ζµ = Zm+1,m+1(h1)ζµ = Zm+1,m+1(r)ζµ

so that

zm+1,1ζT + = g−1
1,µZm+1,m+1(r)ζµ.

Now (4.44) gives

Zm+1,m+1(r)ζµ =
(r + l0r+1,1) . . . (r + l0r+1,r+1)

(r + l0r,1) . . . (r + l0r,r)
· (r − σ2) . . . (r − σm+1)ζµ,

where we identify ζµ with the vector ζT 0 associated with the initial tableau

T 0 of the skew shape Γλ/µ. Hence, using the above formula for g1,µ we find

that

zm+1,1ζT + =
(−1)k−1

(r +m)k−1

k−1∏

p=1

(r + λm+p +m)

m∏

j=2

(r−σj+1

r − σj

)min{λj−µj ,k−1}
ζµ,

where T + is the tableau defined in (4.38). We need to replace µ by µ− δ1

so that r is replaced by r− 1 and k = λ1 − r is replaced by k+ 1. Assuming

that T + is now associated with µ− δ1, the above relation takes the form

zm+1,1ζT + =
(−1)k

(r +m− 1)k

k∏

p=1

(r+λm+p+m−1)
m∏

j=2

( r − σj

r−σj−1

)min{λj−µj ,k}
ζµ−δ1

.

To calculate zm+1,1ζT for an arbitrary skew tableau of shape Γλ/µ, we use

(4.24) and the second relation of Lemma 4.13. Applying appropriate opera-

tors of the form Bp(−l
′
r+p,j) to both sides of (4.42), we find that

f1,T = f1,T +

n−1∏

p=1

r+p−1∏

j=1

r + l0r+p,j + p− 1

r + l′r+p,j + p− 1
,
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where the parameters l0r+p,j and l′r+p,j are associated with the tableaux T 0

and T , respectively. This completes the proof of (4.47) and the theorem. ���

Remark 4.19. Note that any normalization of the vectors ζµ with normal-

ization constants depending only on µ (and λ) will only affect the formulas

for the action of Em,m+1 and Em+1,m and leave the formulas for the action

of the generators of the subalgebras glm and gln of glm|n in the new basis

unchanged. This can be used to construct basis vectors ξΛ = N(Λ)ζΛ with

simpler expansions of Em,m+1ξΛ and Em+1,mξΛ.

Theorem 4.18 implies the formula for the character of L(λ) defined in

(2.4), which was originally found by Berele and Regev [3] and Sergeev [23].

Recall that given a Young diagram ρ, the corresponding supersymmetric

Schur polynomial sρ(x) in the variables x = (x1, . . . , xm/xm+1, . . . , xm+n) is

defined by the formula

sρ(x) =
∑

Λ

∏

α∈ρ

xT (α),

summed over the supertableaux Λ of shape ρ, where T (α) denotes the entry

in the box α of the diagram ρ. An alternative expression for sρ(x) is provided

by the Sergeev–Pragacz formula; see e.g. [12, p.61].

Corollary 4.20. The character chL(λ) coincides with the supersymmet-

ric Schur polynomial sΓλ
(x1, . . . , xm/xm+1, . . . , xm+n) associated with the

Young diagram Γλ.

Example 4.21. In the case n = 1, the basis ζΛ of the representation

L(λ1, . . . , λm|λm+1) of the Lie superalgebra glm|1 can be parameterized by

the patterns

λm1 λm2 · · · λmm

λm−1,1 · · · λm−1,m−1

U = · · · · · · · · ·

λ21 λ22

λ11

see Sec. 2. The top row runs over partitions (λm1, . . . , λmm) such that either

λmj = λj or λmj = λj−1 for each j = 1, . . . ,m. The action of the generators
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Ess with s = 1, . . . ,m and the generators Es,s+1, Es+1,s with s = 1, . . . ,m−1

on the basis vectors ζU is given by the Gelfand–Tsetlin formulas

EssζU =
( s∑

i=1

λsi −
s−1∑

i=1

λs−1,i

)
ζU ,

Es,s+1ζU = −
s∑

i=1

(lsi − ls+1,1) . . . (lsi − ls+1,s+1)

(lsi − ls1) . . . ∧i . . . (lsi − lss)
ζU+δsi

,

Es+1,sζU =

s∑

i=1

(lsi − ls−1,1) . . . (lsi − ls−1,s−1)

(lsi − ls1) . . . ∧i . . . (lsi − lss)
ζU−δsi

,

where the array U ± δsi is obtained from U by replacing λsi with λsi±1, and

ζU is considered to be equal to zero if the array U is not a pattern. For the

action of the generators Em+1,m+1, Em,m+1 and Em+1,m we have

Em+1,m+1ζU =
(m+1∑

i=1

λi −

m∑

i=1

λmi

)
ζU ,

Em,m+1ζU =

m∑

i=1

(lmi + λm+1 +m)

×

i−1∏

j=1

(−1)λj−λmj
lmi − lj
lmi − lmj

m∏

j=i+1, λj−λmj=1

lmi − lmj + 1

lmi − lj + 1
ζU+δmi

,

Em+1,mζU =
m∑

i=1

(lmi − lm−1,1) . . . (lmi − lm−1,m−1)

(lmi − lm1) . . . ∧i . . . (lmi − lmm)

×
i−1∏

j=1

(−1)λj−λmj
lmi − lmj − 1

lmi − lj − 1

i−1∏

j=1, λj−λmj=1

lmi − lmj

lmi − lj
ζU−δ

mi
,

where the coefficients in the expansion of Em,m+1ζU were simplified with the

use of Lemma 4.9. The basis ζU of L(λ1, . . . , λm|λm+1) coincides with that

of [20] up to a normalization.

Example 4.22. In the case m = 1, the basis ζΛ of the representation

L(λ1|λ2, . . . , λn+1) of the Lie superalgebra gl1|n can be parameterized by

the trapezium patterns
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λ′r+n,1 λ′r+n,2 · · · · · · λ′r+n,r+n

V =
·
·
·

·
·
·

· · · · · ·
·

·
·

λ′r+1,1 λ′r+1,2 · · · λ′r+1,r+1

1 1 · · · 1

where the number r of 1’s in the bottom row is nonnegative and varies

between λ1 − n and λ1. The top row coincides with (λ′1, . . . , λ
′
q, 0, . . . , 0),

where q = λ1. The action of the generators Ess with s = 1, . . . , n + 1 and

the generators Es,s+1, Es+1,s with s = 2, . . . , n on the basis vectors ζV is

given by the Gelfand–Tsetlin formulas (2.1)–(2.3). The formulas for the

action of E12 and E21 are given in (4.46) and (4.47), respectively.

Specializing further and taking n = 2 with λ1 > 2 we can parameterize

the basis vectors ζV of the gl1|2-module L(λ1 |λ2, λ3) by trapezium patterns

V of four types:

λ2 + 1 λ3 + 1 1 · · · 1 0 0

V(1)
a = a+ 1 1 · · · 1 1 0

1 · · · 1 1 1

the number of 1’s in the bottom row is λ1;

λ2 + 1 λ3 + 1 1 · · · 1 0

V(2)
a = a+ 1 1 · · · 1 1

1 · · · 1 1

the number of 1’s in the bottom row is λ1 − 1;

λ2 + 1 λ3 + 1 1 · · · 1 0

V(3)
a = a+ 1 1 · · · 1 0

1 · · · 1 1

the number of 1’s in the bottom row is λ1 − 1;

λ2 + 1 λ3 + 1 1 · · · 1

V(4)
a = a+ 1 1 · · · 1

1 · · · 1



460 A. I. MOLEV [December

the number of 1’s in the bottom row is λ1 − 2, where the parameter a in all

cases runs over the integers such that λ3 6 a 6 λ2. Thus, dimL(λ1 |λ2, λ3) =

4(λ2 − λ3 + 1). The formulas for the action of the odd generators of the Lie

superalgebra gl1|2 provided by Theorem 4.18 have the form

E12ζV(1)
a

= 0, E12ζV(2)
a

=
(a+ λ1)(a+ λ1 + 1)

λ1 + λ2 + 1
ζ
V

(1)
a

E12ζV(3)
a

= 0, E12ζV(4)
a

= −
(λ1 − 1)(a+ λ1)(a+ λ1 − 1)

(λ1 + λ2)(λ1 + λ2 − 1)
ζ
V

(3)
a

and

E21ζV(2)
a

= 0, E21ζV(1)
a

=
λ1 + λ2 + 1

a+ λ1 + 1
ζ
V

(2)
a

E21ζV(4)
a

= 0, E21ζV(3)
a

= −
(λ1 + λ2)(λ1 + λ2 − 1)

(λ1 − 1)(a+ λ1)
ζ
V

(4)
a
.
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