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Abstract

We prove some unusual limit laws for weighted sums of i.i.d. random variables with asymmetric Pareto-type distributions. The obtained results are applied to the convergence of ratios of independent random variables.

1. Introduction

Let us begin with the following example.

Example 1. Let us consider the asymmetric Laplace distribution with the following density function

\[ f(x) = \begin{cases} 
  a \exp(-x), & x \geq 0 \\
  b \exp(x), & x < 0 
\end{cases} \]  

\( (1) \)
where \(a, b \geq 0\) and \(a + b = 1\). In a special case \(a = b = 1/2\) we get the standard Laplace distribution with the density \(f(x) = \frac{1}{2} \exp(-|x|)\). It is not hard to check that for independent and identically distributed random variables \(X\) and \(Y\) with the same asymmetric Laplace distribution with the density \(\text{Eq. (1)}\), their ratio \(R = X/Y\) has the following distribution:

\[
F_R(r) = \begin{cases} 
1 - \frac{a^2 + b^2}{1+r}, & r \geq 0 \\
\frac{2ab}{1-r}, & r < 0.
\end{cases}
\]

(2)

Let us observe that the above distribution (2) satisfies the following limiting properties:

\[
\lim_{x \to +\infty} x F_R(x) = \lim_{x \to +\infty} x \mathbb{P}(R > x) = p \\
\lim_{x \to -\infty} |x| F_R(x) = \lim_{x \to +\infty} x \mathbb{P}(-R \geq x) = q,
\]

(3)

with \(p = a^2 + b^2\) and \(q = 2ab\).

We shall say that the random variable \(R\) satisfying (3) has the asymmetric Pareto-type distribution. It is easy to see that if (3) is satisfied then

\[
\lim_{x \to \pm \infty} x \mathbb{P}(R = x) = 0.
\]

The other examples of this kind are two tailed Pareto distribution with the density

\[
f(x) = \begin{cases} 
\frac{q}{x^r}, & x \leq -1 \\
0, & -1 < x < 1 \\
\frac{p}{x^r}, & x \geq 1
\end{cases}
\]

(4)

where \(p, q \geq 0\) and \(p + q = 1\) or the asymmetrical Cauchy distribution with the density

\[
f(x) = \begin{cases} 
\frac{q}{\pi(1+x)^r}, & x < 0 \\
\frac{p}{\pi(1+x)^r}, & x \geq 0
\end{cases}
\]

(5)

where \(p, q \geq 0\) and \(p + q = 2\).

Consider a sequence \((R_n)_{n \in \mathbb{N}}\) of i.i.d. random variables satisfying (3). These r.v.’s are not integrable and the classical laws of large numbers cannot be applied in this case. To obtain nontrivial limits for sums of such r.v.’s one must consider weighted sums. Limit theorems of this kind are called exact laws of large numbers and have been intensively studied in recent
years (see [1] for the introduction to the problem and more recent paper [3] where dependent r.v.’s are considered). Strong and weak exact laws of large numbers for sequences satisfying (4) were studied in [4] and for sequences satisfying (5) in [3]. The most recent research in this direction may be found in [9] and [11]. Exact laws of large numbers found the applications to ratios of random variables and to ratios of order statistics (see [6], [7], [8] and [12] where further references are given).

The idea of exact laws grew from the fair games problem (see [6] pages 248-251). The idea is to balance the sum of random variables with constants, so that the limit in some sense is equal to one. The sum of these random variables can be considered the winning from some game, after $n$ plays of the game (see the St. Petersburg game, [6] pages 251-253). Meanwhile the norming sequence can be considered the amount the player should pay to play this game after $n$ trials. If the limit of the ratio of the winnings and the entrance fee converges to one it would make sense for both the house and the player to partake in this game.

In this paper we study the exact laws of large numbers for i.i.d. random variables with asymmetric Pareto-type distributions (i.e., satisfying (3)) which appear in a natural way for ratios of independent r.v.’s which are not necessarily positive. Let us mention that such problems have been studied in the literature only for ratios of positive r.v.’s (see [7] for further references).

As usual we use the notation $\lg x = \ln(\max(x, e))$, furthermore in the proofs $C > 0$ is a generic constant which may change from one step to the other.

2. Main Result

Let us begin with the strong version of the exact law for random variables with asymmetric Pareto-type distributions. Note that in the symmetric case (if $p = q$) the result still holds, but it is not as interesting.

**Theorem 1.** Let $(R_n)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random variables with the same distribution as a random variable $R$ satisfying (3). Then, for all $\beta > 0$, we have

$$\lim_{n \to \infty} \frac{1}{b_n} \sum_{k=1}^{n} a_k R_k = \frac{p - q}{\beta},$$

almost surely.
where $a_n = (\log^2 n)/n$ and $b_n = \log \beta n$.

**Proof.** Let $\varepsilon$ be given, from (3) it follows that there exists $x(\varepsilon)$ such that for $x > x(\varepsilon)$

$$
\frac{p - \varepsilon}{x} \leq P(R > x) \leq \frac{p + \varepsilon}{x} \quad (6)
$$

$$
\frac{q - \varepsilon}{x} \leq P(R < -x) \leq \frac{q + \varepsilon}{x} \quad (7)
$$

From (3) and (7), for $x > x(\varepsilon)$ we get

$$
\frac{p + q - 2\varepsilon}{x} \leq P(|R| > x) \leq \frac{p + q + 2\varepsilon}{x} \quad (8)
$$

Note that, for $0 < x \leq x(\varepsilon)$ we have

$$
xP(|R| > x) \leq x(\varepsilon).
$$

and therefore there exists a constant $M > 0$ such that for $x > 0$ we have

$$
P(|R| > x) \leq \frac{x(\varepsilon) + 2\varepsilon + p + q}{x} = \frac{M}{x} \quad (9)
$$

Let $c_n = b_n/a_n = n \log^2 n$. We start with splitting our weighted sum into

three terms

$$
\frac{1}{b_n} \sum_{k=1}^{n} a_k R_k = \frac{1}{b_n} \sum_{k=1}^{n} a_k [R_k \mathbb{1}(|R_k| \leq c_k) - \mathbb{E} R_k \mathbb{1}(|R_k| \leq c_k)] + \frac{1}{b_n} \sum_{k=1}^{n} a_k R_k \mathbb{1}(|R_k| > c_k) + \frac{1}{b_n} \sum_{k=1}^{n} a_k \mathbb{E} R_k \mathbb{1}(|R_k| \leq c_k) \quad (10)
$$

By (10), we have

$$
\sum_{n=1}^{\infty} \frac{1}{c_n^2} \mathbb{E} R_n^2 \mathbb{1}(|R_n| \leq c_n) \leq 2 \sum_{n=1}^{\infty} \frac{1}{c_n} \int_{0}^{c_n} tP(|R| > t)dt \leq 2M \sum_{n=1}^{\infty} \frac{1}{c_n} < \infty.
$$

Therefore, we apply the two series theorem and Kronecker lemma to see that the first term in (10) converges almost surely to zero. Further, we check that
\[ \sum_{n=1}^{\infty} \mathbb{P}(|R_n| > c_n) < \infty, \text{ which follows from (9) and the estimate} \]
\[ \sum_{n=1}^{\infty} \mathbb{P}(|R_n| > c_n) \leq \sum_{n=1}^{\infty} \frac{M}{c_n} < \infty. \]

Therefore the almost sure convergence to zero of the second term in (10) follows from the Borel-Cantelli lemma. To end the proof it is sufficient to prove that (see proof of Theorem 1 in [1])
\[ \lim_{n \to \infty} \frac{1}{\log n} \mathbb{E} R_n \mathbb{I}(|R_n| \leq c_n) = p - q. \quad (11) \]

Let us denote by \( R_n^+ = \max (R_n, 0) \) and \( R_n^- = \max (-R_n, 0) \) the positive and negative part of \( R_n \). Let us observe that there exists \( n_0 \) such that for \( n \geq n_0 \) we have \( c_n \geq x(\varepsilon) \). By (8) and (7), for \( n \geq n_0 \) we get
\[
\frac{1}{\log n} \mathbb{E} R_n \mathbb{I}(|R_n| \leq c_n) = \frac{1}{\log n} \left( \mathbb{E} R_n^+ \mathbb{I}(R_n^+ \leq c_n) - \mathbb{E} R_n^- \mathbb{I}(R_n^- \leq c_n) \right)
\]
\[
= \frac{1}{\log n} \left( -c_n \mathbb{P}(R_n > c_n) + \int_0^{c_n} F_{R_n}(t) dt \right)
- \left( -c_n \mathbb{P}(R_n < -c_n) + \int_{c_n}^{\infty} F_{R_n}(-t) dt \right)
\]
\[
= \frac{1}{\log n} \left( -c_n \mathbb{P}(R_n > c_n) + \int_{0}^{x(\varepsilon)} F_{R_n}(t) dt + \int_{x(\varepsilon)}^{c_n} F_{R_n}(t) dt \right)
- \left( -c_n \mathbb{P}(R_n < -c_n) + \int_{0}^{x(\varepsilon)} F_{R_n}(-t) dt + \int_{c_n}^{x(\varepsilon)} F_{R_n}(-t) dt \right)
\]
\[
\leq \frac{1}{\log n} \left( -c_n \frac{p - \varepsilon}{c_n} + x(\varepsilon) + (\log(c_n) - \log x(\varepsilon))(p + \varepsilon) \right)
+ c_n \frac{q + \varepsilon}{c_n} - (\log(c_n) - \log x(\varepsilon))(q - \varepsilon)
\]
\[
\leq \frac{1}{\log n} (-p + q + 2\varepsilon + x(\varepsilon) + (p - q + 2\varepsilon)(\log c_n - \log x(\varepsilon))) .
\]

thus \( \limsup_{n \to \infty} \frac{1}{\log n} \mathbb{E} R_n \mathbb{I}(|R_n| \leq c_n) \leq (p - q + 2\varepsilon) \). Similarly we prove \( \liminf_{n \to \infty} \frac{1}{\log n} \mathbb{E} R_n \mathbb{I}(|R_n| \leq c_n) \geq (p - q - 2\varepsilon) \). Since \( \varepsilon \) was arbitrary we get (11), in consequence \( \frac{1}{\log \beta} \sum_{k=1}^{\infty} a_k \mathbb{E} R_k \mathbb{I}(|R_k| \leq c_k) \to \frac{p-q}{\beta} \) and the proof is completed.
In the next theorem we will prove an analogue of the main result of [2] for asymmetric Pareto-type distributions.

**Theorem 2.** Let \((R_n)_{n \in \mathbb{N}}\) be a sequence of i.i.d. random variables with the same distribution as a random variable \(R\) satisfying (3). Then for all \(\varepsilon > 0\) and \(\beta > 0\),
\[
\sum_{n=1}^{\infty} d_n \mathbb{P} \left( \left| \sum_{k=1}^{n} a_k R_k - \frac{p - q}{\beta} \right| > \varepsilon \right) < \infty,
\]
where \(a_n = (\log^{\beta - 2} n)/n\), \(b_n = \log^\beta n\) and \(d_n = \frac{1}{n \log n}\).

**Proof.** We split our weighted sum as in (10)
\[
\sum_{n=1}^{\infty} d_n \mathbb{P} \left( \left| A_{1,n} + A_{2,n} + A_{3,n} - \frac{p - q}{\beta} \right| > \varepsilon \right)
\]
\[
\leq \sum_{n=1}^{\infty} d_n \mathbb{P} \left( |A_{1,n}| > \frac{\varepsilon}{3} \right) + \sum_{n=1}^{\infty} d_n \mathbb{P} \left( |A_{2,n}| > \frac{\varepsilon}{3} \right)
\]
\[
+ \sum_{n=1}^{\infty} d_n \mathbb{P} \left( |A_{3,n} - \frac{p - q}{\beta}| > \frac{\varepsilon}{3} \right).
\]

As in the proof of Theorem 1 let us put \(c_n = b_n/a_n = n \log^2 n\).

Now we show that the term with \(A_{1,n}\) is convergent. By Markov’s inequality and (9)
\[
\sum_{n=1}^{\infty} d_n \mathbb{P} \left( \left| \sum_{k=1}^{n} a_k R_k \mathbb{1}(|R_k| \leq c_k) - \mathbb{E} \sum_{k=1}^{n} a_k R_k \mathbb{1}(|R_k| \leq c_k) \right| > \frac{\varepsilon}{3} \right)
\]
\[
\leq C \sum_{n=1}^{\infty} \frac{d_n}{b_n^2} \sum_{k=1}^{n} a_k^2 \mathbb{E} R_k^2 \mathbb{1}(|R_k| \leq c_k) \leq 2C \sum_{n=1}^{\infty} \frac{d_n}{b_n^2} \sum_{k=1}^{n} a_k^2 \int_0^{c_k} t \mathbb{P}(|R| > t) dt
\]
\[
\leq 2CM \sum_{n=1}^{\infty} \frac{1}{b_n^2} \sum_{k=1}^{n} a_k^2 c_k = 2CM \sum_{n=1}^{\infty} \frac{1}{(n \log n) \log^2 n} \sum_{k=1}^{n} \frac{\log^{2\beta - 2} k}{k}
\]
on account of (see [3])
\[
\frac{1}{\log^{2\beta} n} \sum_{k=1}^{n} \frac{\log^{2\beta - 2} k}{k} \leq \begin{cases} 
\frac{C}{\log^{2\beta} n}, & \text{if } 0 < \beta < 1/2, \\
C \frac{\log(\log n)}{\log n}, & \text{if } \beta = 1/2, \\
\frac{C}{\log n}, & \text{if } \beta > 1/2,
\end{cases}
\]
we get \( \sum_{n=1}^{\infty} d_n \mathbb{P} (|A_{1,n}| > \varepsilon/3) < \infty \). To prove the convergence of the third term, we see that, as in the proof of Theorem 1, \( A_{3,n} \) is a nonrandom sequence which converges to \( \frac{p-q}{\beta} \), therefore only finite number of \( \mathbb{P} \left( |A_{3,n} - \frac{p-q}{\beta}| > \frac{\varepsilon}{3} \right) \) are nonzero. To prove the convergence of the second term we use Theorem 1 in [10] with

\[
X_{nk} = a_k R_k \mathbb{I} (|R_k| > c_k) / b_n.
\]

Now we show that \( \sum_{n=1}^{\infty} d_n \sum_{k=1}^{n} \mathbb{P} (|X_{nk}| > \varepsilon) < \infty \).

\[
\sum_{n=1}^{\infty} d_n \sum_{k=1}^{n} \mathbb{P} (|X_{nk}| > \varepsilon) = \sum_{n=1}^{\infty} d_n \sum_{k=1}^{n} \mathbb{P} (|R_k| > \max \left( c_k, \frac{\varepsilon b_n}{a_k} \right))
\leq \sum_{n=1}^{\infty} d_n \sum_{k=1}^{n} \mathbb{P} (|R_k| > \frac{\varepsilon b_n}{a_k}) = \sum_{n=1}^{\infty} d_n \sum_{k=1}^{n} \mathbb{P} (|R_k| > \varepsilon k \log^{2-\beta} k \log^\beta n).
\]

by (11) and (12)

\[
\leq \sum_{n=1}^{\infty} d_n \sum_{k=1}^{n} \frac{M}{\varepsilon k \log^{2-\beta} k \log^\beta n} < \infty.
\]

Next we show that \( \sum_{n=1}^{\infty} d_n (\sum_{k=1}^{n} \mathbb{E} X_{nk}^2 \mathbb{I} (|X_{nk}| < \delta))^J < \infty \) with \( J = 2 \) and \( \delta = 1 \). By (11) and (12), we have

\[
\sum_{n=1}^{\infty} d_n \left( \sum_{k=1}^{n} \mathbb{E} X_{nk}^2 \mathbb{I} (|X_{nk}| < 1) \right)^2
= \sum_{n=1}^{\infty} d_n \left( \sum_{k=1}^{n} \frac{a_k^2}{b_n^2} \mathbb{E} R_k^2 \mathbb{I} (c_k < |R_k| < \frac{b_n}{a_k}) \right)^2
\leq \sum_{n=1}^{\infty} d_n \left( \sum_{k=1}^{n} \frac{a_k^2}{b_n^2} \mathbb{E} R_k^2 \mathbb{I} (|R_k| < \frac{b_n}{a_k}) \right)^2
\leq C \sum_{n=1}^{\infty} d_n \left( \sum_{k=1}^{n} \frac{a_k^2}{b_n^2} \int_{0}^{\frac{b_n}{a_k}} t \mathbb{P} (|R| > t) dt \right)^2
\leq C \sum_{n=1}^{\infty} d_n \left( \sum_{k=1}^{n} \frac{a_k^2}{b_n^2} \right)^2 = C \sum_{n=1}^{\infty} d_n \left( \sum_{k=1}^{n} \frac{\log^{2-\beta} k}{k \log^\beta n} \right)^2
= C \sum_{n=1}^{\infty} \frac{1}{n \log^{2\beta+1} n} \left( \sum_{k=1}^{n} \frac{\log^{2-\beta} k}{k} \right)^2 < \infty.
\]
Finally, we show that $\sum_{k=1}^{n} E[X_{nk} \mathbb{1}[|X_{nk}| \leq \delta]] \to 0$ as $n \to \infty$ with $\delta = 1$.

Again, due to (9) and (12) we get

$$\sum_{k=1}^{n} E[X_{nk} \mathbb{1}[|X_{nk}| \leq \delta]] \leq \sum_{k=1}^{n} \frac{a_k}{b_n} E[|R_k| \mathbb{1}[|R_k| \leq \frac{b_n}{a_k}]]$$

$$\leq \sum_{k=1}^{n} \frac{a_k}{b_n} E[|R_k| \mathbb{1}[|R_k| \leq \frac{b_n}{a_k}]] \leq \sum_{k=1}^{n} \frac{a_k}{b_n} \int_{0}^{\frac{b_n}{a_k}} P(|R| > t)dt$$

$$= \sum_{k=1}^{n} \frac{a_k}{b_n} \left( \int_{0}^{1} P(|R| > t)dt + \int_{1}^{\frac{b_n}{a_k}} P(|R| > t)dt \right)$$

$$\leq \sum_{k=1}^{n} \frac{a_k}{b_n} \left( 1 + M \log \frac{b_n}{a_k} \right) \leq C \sum_{k=1}^{n} \frac{a_k}{b_n} \log b_n$$

$$= \frac{C \log(lg n)}{\log^2 n} \sum_{k=1}^{n} \frac{\log^{\beta-2} k}{k} \to 0, \text{ as } n \to \infty.$$

and the proof is completed. □

For the sake of completeness let us state last theorem concerning convergence in probability in our exact laws. This result is due to Nakata (see Corollary 4.1 in [9]).

**Theorem 3.** Let $(R_n)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random variables with the same distribution as a random variable $R$ satisfying (3), then for all $\beta > -1$ and any slowly varying function $L$, we have

$$\lim_{n \to \infty} \frac{1}{b_n} \sum_{k=1}^{n} a_k R_k = \frac{p - q}{\beta + 1}, \text{ in probability},$$

where $a_n = n^{\beta} L(n)$, $b_n = n^{\beta+1} L(n) \log n$.

3. Applications

In this section we present the applications of the results from Section 2 to ratios of independent random variables which are not necessarily positive. We shall extend Example 1 from Section 1. Let $X$ and $Y$ be independent random variables with the same distribution as a random variable $\xi$ with
bounded density \( f(x) \). Suppose that the following limits exist

\[
\lim_{x \to 0^+} f(x) = f(0^+) \quad \text{and} \quad \lim_{x \to 0^-} f(x) = f(0^-)
\]

(13)

furthermore let \( \xi \) be integrable and \( \xi^+ \) and \( \xi^- \) denote its positive and negative part. Let us observe that in this case (3) is satisfied. To see this let \( r > 0 \), then

\[
F_R(r) = \mathbb{P}\left( \frac{X}{Y} \leq r \right) = \int \int \frac{x}{y} \leq r f(x)f(y) dxdy \\
= 1 - \int_0^\infty \int_0^r f(x)f(y) dxdy - \int_0^0 \int_0^0 f(x)f(y) dxdy \\
= 1 - \frac{1}{r} \int_0^\infty f(x) \left( \int_0^x f \left( \frac{t}{r} \right) dt \right) dx - \frac{1}{r} \int_0^0 f(x) \left( \int_x^0 f \left( \frac{t}{r} \right) dt \right) dx
\]

thus under our assumptions

\[
\lim_{r \to +\infty} rF_R(r) = \mathbb{E}\xi^+ f(0^+) - \mathbb{E}\xi^- f(0^-).
\]

Similarly, for \( r < 0 \), we have

\[
F_R(r) = \mathbb{P}\left( \frac{X}{Y} \leq r \right) = \int \int \frac{x}{y} \leq r f(x)f(y) dxdy \\
= \int_0^\infty \int_r^0 f(x)f(y) dxdy + \int_0^0 \int_0^r f(x)f(y) dxdy \\
= -\frac{1}{r} \int_0^\infty f(x) \left( \int_0^x f \left( \frac{t}{r} \right) dt \right) dx - \frac{1}{r} \int_0^0 f(x) \left( \int_x^0 f \left( \frac{t}{r} \right) dt \right) dx
\]

and

\[
\lim_{r \to -\infty} rF_R(r) = -\mathbb{E}\xi^+ f(0^-) + \mathbb{E}\xi^- f(0^+).
\]

For ratios described above we can apply the results of the previous section what is stated in the following theorem.

**Theorem 4.** Let \((X_n)_{n \in \mathbb{N}}\) and \((Y_n)_{n \in \mathbb{N}}\) be two sequences of i.i.d. random variables with the same distribution as some random variable \( \xi \). Assume that these sequences are independent of each other. Suppose that \( \xi \) has bounded density satisfying (13) and assume that \( \mathbb{E}|\xi| < \infty \). Let \( R_n = X_n/Y_n \) then for
the sequence \((R_n)_{n \in \mathbb{N}}\) the conclusions of Theorem 1, 2 and 3 are satisfied.
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