BULLETIN OF THE

INSTITUTE OF MATHEMATICS
ACADEMIA SINICA

Volume 27, Number 4, December 1999
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Abstract. This work is concerned with analytic solu-
tion of the Cauchy problem using the Adomian decomposition
method. A variety of examples are discussed, the solution by
this method is derived in the form of power series with easily
computable components. These examples are nonhomogeneous
problems and their exact solutions are readily found using the
decomposition method by determining the first three compo-
nents of the series and by keeping only the non-canceled terms
of the first component. The phenomena of the self-canceling
“noise” terms is made clear that sum of components of the se-
ries will be vanish in the limit. Comparing the methodology
with some other existing techniques shows that this scheme is
powerful and reliable.

1. Introduction. The present work deals with the problem differently
by utilizing the Adomian decomposition method [1-4]. Our objective is to
obtain an analytic solution. The solution by this method is derived in the
form of a power series with easily computable components.

The Cauchy problem for hyperbolic equations with constant coeflicients

has the form

2
8
(1.1) -a—ﬁ+au+b%—‘t‘+d e
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where a,b,c > 0 and d are constants and ¢(z,t) is given function of z and
¢ [6]. The Cauchy problem requires finding a function u = u(z,t) which

satisfies (1.1) and the initial conditions

(1.2) wz,0) = f(z), u(z,0) =g(=).

Given the physical situation, the telegrapher’s equation and the
damped wave equation are special cases of this hyperbolic equation. The
special cases of equation (1.1) with initial conditions (1.2) has been the focus

of considerable studies by [7].

2. Analysis of the method. As a particular case (taking a,b,c,

and d = 1) of our analysis, we consider the following hyperbolic equation
described by

8%y du du
(2.1) W'F’LL—FE‘{‘%—@'I—(]S(:EJ).

To apply the decomposition method, we write equation (2.1) in an

operator form
(2.2) Liu(z,t) = ¢(z,t) —u — up —uy + Lou

where L; and L, are the differential operators

o? 8°

Ly = — - —.
ET o TP g2

It is clear that L, is invertible and L; ! is the two-fold integration operator

from 0 to ¢.

Applying the inverse operator L; ! to both sides of (2.1) yields
Ly Leu(w, t) = L (9(2,8)) — Ly (u) ~ L7 (we) = L () + L7 Lo (u)
from which it follows that

u(@,t) = f(z) +tg(z) + L7 (¢, 1)) — Ly (w) — L7 (ur)

(2.3)
- Lt_l(uz) + Lt_le(u)a

obtained upon using the given boundary conditions.
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The decomposition method [2] consists of decomposing the unknown
function u(x,t) into a sum of components defined by the decomposition

(2.4) u(z,t) = Zun(x,t).

Substituting (2.4) into (2.3) leads to the recursive relationship

(2.9) uo = fi(z) +tg(z) + Ly ' (¢(=, 1)),

and
(2.6) tUny1 = —L7 (un) — Ly Yun)e — L7 (un)e + Ly  Lo(un), n2>0.

In conjunction with (2.5) and (2.6), all components of u(z,t) in (2.4)
will be easily determined; hence the complete solution u(z,t) in (2.4) can be
formally established. The decomposition method provides a reliable tech-
nique that requires less work if compared with the traditional techniques.

To give a clear overview of the methodology, the following examples

will be discussed.
3. Examples.

Example 1. We consider the nonhomogenous hyperbolic equation of

the form

(3.1) Ugt + U+ Up + Uy = Uge + € ° —te™".
The initial conditions posed are

(3.2) u(z,0) =0, %—1:(36,0) =e ".

Using (2.5) and (2.6) to determine the individual terms of the decomposition,
we find

2 _,
(3.3) up = te ””+§!-e ’——ﬁe s

and
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ur = — Lg (uo) — Ly H(uo)e — Ly *(uo)e + Ly La(uo)

(3.4) ot 2t4 . P
TTat TRt TR
ug = — Ly Hwy) — L7 (un)e — Ly H(un )o + Ly ' Lo (ug)
(35) _t3 - t4 -z i -z 6 - t7 -1
—ie —Ie —256 +2ae —-;7—!6 ,

and so on for other components. It can be easily observed that the self-
canceling “noise” terms appear between various components. Canceling the
second term in o and the first term in u;, the third term in u¢ and the
first term in uy, and keeping the non canceled terms in ug yields the exact

solution of (3.1) given by
(3.6) u(z,t) =te™ ",
which can be easily verified.

Example 2. Next consider the nonhomogenous hyperbolic equation of

the form

(3.7 Ut + U+ Ug + Uy = Uge + 1 — t(z + 1),

with initial conditions

(3.8) u(z,;0) = z, and %(w, 0) = —z.
Using (2.5) and (2.6) to determine the individual terms of the decomposition,
we find
t2 t3 t3
(3‘9) Uozx—xt—l-é?——é—!--—ix,
and

ur = — Ly Y (uo) — Ly M(uo)e — Ly '(uo)e + Ly Lo (ug)
(3.10) 2 43 4 545

=“§+§$+I+EI+§+5!IJ,
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g = — Ly (u1) = L7 M (u)e — Ly H(w1)e + Ly ' Lo (w1)
TR S N A A A 12 1
B T R e el B R T T

It is obvious that the self-canceling “noise” terms appear between various

(3.11)

components. Canceling the third and fifth terms in uo and the first and the
second terms in ui, and the fourth term in ug and first term in us, keeping

the non canceled terms in ug yield the exact solution of (3.7) given by
(3.12) uw(z,t) = z(1 —t),

which can be easily verified.

It is worth noting that other noise terms between other components of
u(z,t) will be canceled, as the fourth and the fifth terms of the u; and the
third and the fourth terms of us, etc., and the sum of these “noise” terms
will vanish in the limit. This is formally justified by [2.5].

It is worth noting that the Adomian methodology is very powerful and
efficient in finding exact solutions for wide classes of problems. The con-
vergence can be made faster if the noise terms appear as discussed in [2.5].
The method avoids the difficulties and massive computational work by de-

termining the analytic solution.
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