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NECESSARY CONDITIONS FOR THE EXISTENCE
OF SOLUTIONS OF MULTI-POINT
BOUNDARY VALUE PROBLEMS

BY

RAVI P. AGARWAL

1. Introduction. Recently for the existence and uniqueness of
multi-point boundary value problems for ordinary differential
equations several sufficient conditions have been obtained e.g. see

I2, 4, 5, 9-11 and references therein]. In this paper we shall
provide necessary conditions for the existence of solutions. The

obtained results are sharper and generalize the results of Beesack
[61, Das et. al. [7]. '

2. Preliminary results.

LevmMA 1. [3, 8]. Let ¢(2, s) be the Greew's function for the
boundary value problem ‘ '

2.1) L . Lo 'x(n)(t)’ =0
. .'E(a,-’ =w’(ai) =...=xtki)(ai) =O (1 Sisr)
2.2 ; r
2 on<a<---<a, 0<k, D k+7r=n
Then,
(2.3) j;‘:f lg(2, s)| ds = —1%'— I1 It — a; l‘k§+1;

(For a particular case v = n aiso see [7].)

Levmma 2. [6]. Let g(ts) be as in lemma 1. Then, for a:<1t,
s< a,,
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LeMMA 3. Let o = min {ki, k:}; then for ai <t < ay,

@) I 1-aer s EEEEDTT (g p De(a— g~

The proof of lemma 3 is contained in the proof of theorem 2.1

[11.

LEMMA. 4. Let g(t, s) be as in lemma 1. Then,

farlg(t, S)lds< L (n— o = 1Pt
1 o por

(2'6) . Ve » Y N | .‘

o (e D e, —a), e<t<a,

and- : . ST
lg(t, s) | < 1 ( — a — 1)r—2-1

2.7 (n—1)! n” :
(e + 1)+ (a, — al)”_‘l, a <t s<a,

where o = min {ki, k.}.
| T‘hé _pAroo'ffdllofi&rs from lemmaé 1-3.

ReEMARK., Since (#—x—1)"*1 (2 + 1)**' where 0Lz <«
= min{k, k,} is decreasing function® of =z, we find that
(#—a—1) Y ag + 1) < (2 ~ 1)*-! with equality _onlﬁr if @=0.
Thus, the inequality (25) is an improvement over (2.13) of [6],
and (2.7) over the second half of (1.4) of [6] if &+ 0, and reduces
to same if o = 0. o

LemMmA 5. Let- g(t, s) be as in lemgzm 1.. Then,

[ CNys g M2 1 (n__w__i)n—d—l
VARG as) " < e I

@+ D@ — ), <t <a,

wheye o = min{k, &,}.

Proof. From lemma 2, we have



19341 MULTI-POINT BOUNDARY VALUE PROBLEMS 13

([ 10e, 9y1ras)™

| | | | 1 | . , | . N a,f 1 2
(2.9) (oD —ay it =l [7 10, 1 as)

Using lemma 1 in (2.9), we find

([ 10, r17as)”

1 | -+ 2 !
S((”"l)!'(ar—'-m) '- nx H‘(f—a)l”’ )

i=1

2

1 — 75 3
(%—1)'1/” V(m—-m)nlt i
and now the result (2.8) “follows from lemma 3.

LeMMA 6. [L Theorem 21]1. Let 2(2) € C®[as, a,] satisfy
(2.2). Then, TR

(2.10) |2®@)| < Cramla, —a)*?, 0<k<n—1

wheye m = mMaXy,<i<a, (2™ ()], and

- Cup = —k o — k+1
L oy ¥ (n_ )” — (e +1)

OSkSa
2
n—a)nn—a—Ek)!

Crass = , 1<k<n—a-—1

where ¢ = min{k, k,}.

3. Main results.
THEOREM 3.1. Let the boundary value problem
(3.1) 2 = f(t g w(”“l’)

with (2.2), have a solution where f is contmuous on [ai, a,] X R"
and satzsﬁes ' o . . '
(3.2) ‘ Vf(t, 2, 2, 207P)] < b(2) 2]

wheye b(t) is-a nonnegative continz{ous function. with b(t) =0 on
a: <t < a,. Then,



4 . RAVIP,AGARWAL. - - [March

1 (r—a—1yet
(22— 1)! ‘ 7"

o (e + D¢ (a, — @)t f b( ) ds

1<

(33)

where o = min{kl, k.l

Proof. Foilowing Beesack [6], x(f) satisfies the integral
equation ‘

(34) =)= fa gt s) Fs, 2(s), @(s), x‘-"*’(s)) ds
&heré g(t, s) is as in lemma 1. Using (3.2) in (34), we ﬁnd
(35) Lo < ["190t, )1 5(s)| 2(s)] ds. -

Let ¢ € [ay, a,] be a point where |x(¢)| attains its maximum, then
from (3.5)

(36) 1< [Tl 916(s) as

and now (3.3) follows from (2.7).

ReEMARK. Inequality - (3 3) is an 1mprovement over (3.6) of [6]
Cif 7&0 and reduces to same if o = 0.

REMARK. As in [6], we take f =2 2z ()= in (3.1) and
b(t) = |z () z-4(2)| in (3.2) and obtain from (3.3) the following
extension of the Liapounoff oscillation criterion: if x“(¢) and
2™ (t) 2-1(t) are continuous on a; <t<a, and 2(¢) has n zeros
(counting multiplicity) including @, and @, on a, < ¢ s a,, then

f:’ |2 (t) 2~ 1(2)| @t

. (—1)!1 2"
(= — D e=ta + D Hay — @)

(3.7

Inequahty (3 7) is sharper than (3.10) of [6] 1f #=0 and if @ =0

it reduces to same. If #=2m, r =2, ¢ =m — 1 then, (3.7) is same
as (3.12) of [6].

= ‘COROLLARY 3.2. . .Im theorem 3.1, inequality (3.3) can be replaced
by C "
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1 (n—a—1)r 1
(-1  Vmou

e (e + 1) a+1(f“” 5 (2) dt)uz(a’ e al)n-uz;

1<
(38) -

Proof Using Schwarz’s inequality in the right 31de of (3. 6)
we find

1< ([ 100, 12as)" ([ 5205) as)”
1 ‘ ay
and (3.8) follows from lemma 5. |
REMARK. It is easy to construct examples to shdw ‘that in
general (3.8) is non-comparable with (3.3), however if (%)
= k(positive constant) (3.8) is better than (3. 3) by a factor 1/v 2

and hence better than Beesack’s inequality (3.6) [6] by a factor
(B—a—1)"Ya + 1)"‘“)/(1/% (m— 1) 1),

THEOREM 3.3. Let the boundary value problem (3.1),(22) have a
solution where f is continuous on [ai, a,] X R* and saiisfies

(39) £, @, e, 20D S Lia®]

where L;, 0<i<n—1are nannegatwe cOnsmnts
Then

(310) 1< 3 LiChus(a,—a)* " =6
k=0
where the C,, are the same as in lemma 6.

Proof Let x(t) be a solutmn of (3 1) . 2) Th‘en' from (39)
and lemma 6, we find

lw“’(t)l < Z Li Cu (@, — al)""” X max |2 ()]

=tZa,
and hence
(3.11) R m < Om

where 7 = max,crca, |2®(¢)]. Evidently m>0, since otherwise
2(t) would coincide on [ay, @.] with a polynomial of degree p <=
and will not have # zeros. Thus, & = 1.
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REMARK. In (3.9) at least one of the L;, 0 <i <% —1 will not
be zero, otherwise x(?) will coincide on [a, @.] with a polynomial
of degree p <# and will not be a solution of (3.1), (2.2).

ReEMARK. If in (3.9), Lo>0 and L; = 0; 1<z<%—1 then
(38.10) can be replaced by strict mequahty .
— — n—a—~1 o
1 (n—a—1) (¢ + 1) fl (@ — a1)* Lo

(3.12) 7! n"
(: Cmo(ar - al)”Lo)

which follows from (3.6) and lemma 4. It would be desirable to

know whether less than or equal in (3.10) can be replaced by strict
inequality, in the general case. '

"REMARK. If 8(2) = L, in (3.2), then (3.12) is better than (3.8)
by a factor 1/ # and than (3.3) by a factor 1/# and than (3.6) of
Beesack [6] by a factor ((#2 —a — 1) * Y + 1)*+/n(n — 1)"=1).
If »=n(a=0) then (3.12) is the same as one of the conclusions
(45) of [71. | ‘ - " |
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